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Abstract

We give a very simply computable interpolatory process, wich approx-
imates in near-best order on [-1,1] in some Jacobi-weighted space.

1 Introduction, Definitions

Practically, it is always an interesting problem to construct a discrete linear
operator, which approximates for instance continuous functions in near-best
order. It is a natural idea to use some kind of de la Vallée Poussin-type means
for proving best, or near-best order of approximation. After the investigations
of eg. R. Bojanic, O. Shisha [1], and G. Freud [2], in 1974 J. Szabados gave
the discrete version of de la Vallée Poussin means in the trigonometric case
[11]. The considerable generalization of this result, which was simultaneously
an answere of a question of G. Freud and A. Sharma [3], was given by O. Kis
and J. Szabados [4].

In 1999 H. N. Mhaskar and J. Prestin established a result on bounded quasi-
interpolatory operators [9], which also based on de la Vallée Poussin-type means.
Their discretizing method based on the quadrature formula, and not on some
integral approximating sum, as in the previous papers. However it deals with
rather general weighted spaces, (applying the results to generalized Jacobi and
Freud weights) the interpolatory property had been lost. In this direction some
more investigations appeared eg: [5], [7], [8]. Generalized de la Vallée Poussin
means in Jacobi-weighted Lp-spaces was first treated by Nguyen Xuan Ky [10],
and in 2008 further results were given by G. Mastroianni and W. Themistoclakis
[6]. (for further preliminaries see [12])
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In this paper we should like to give a de la Vallée Poussin-type interpolatory
process in some Jacobi weighted spaces, and deal with the question of approxi-
mation of continuous functions. The utility of this method is in the simplicity of
the nodes, that is instead of for instance, the roots of orthogonal polynomials, or
Fekete or Leja points, we shall interpolate on the nodes jπ

ν ,  = −ν, . . . , ν − 1,
and so the computations are very simple. Our starting point was a trigono-
metric expression of the Christoffel-Darboux kernel of Jacobi-Fourier series (see
Szegő 9.3.5 [13]). Summarizing the main-part of this formula from l + 1 to 2n
(the tail-part does not tends to zero with n!), we can construct our interpolatory
operator: M

(α,β)
n,l (f, ϑ). By the notations:

Definition 1 Let wα,β(x) = (1 − x)α(1 + x)β be the Jacobi weight function
on (−1, 1) (α, β > −1), and the corresponding weight function on (−π, π):
w̃α,β(ϕ) = 2α+β+1 sin2α+1 ϕ

2 cos2β+1 ϕ
2 , and for simplicity let us denote by vp,q(ϕ) =

sinp ϕ
2 cosq ϕ

2 .

Furthermore let us define the following classes of continous functions:

Definition 2

Cwα,β
[−1, 1] = {f : fwα,β is continuous on [−1, 1], lim

x→−1
fwα,β(x) = 0, if β > 0,

and lim
x→1

fwα,β(x) = 0, if α > 0} (1)

and

Cvp,q [−π, π] = {f : fvp,q is continuous on [−π, π], lim
ϕ→−π
ϕ→π

(fvp,q)(ϕ) = 0, if q > 0,

and lim
ϕ→0

(fvp,q)(ϕ) = 0, if p > 0} (2)

Let us define the interpolatory operators as:

Definition 3 For an f ∈ Cvξ,η
(with some ξ, η > −1) let us define the following

discrete operators on [0, π) for n ∈ N, 0 ≤ l < 2n and ν < n + l+β
2 + 5

4 :

M
(α,β)
n,l (f, ϑ) =

2π

2n + l + α + β + 3

ν∑

j=0

f(ϕj)w̃α,β(ϕj)Kl
n(ϕj , ϑ), (3)

where
ϕj =

2jπ − 2γ

2n + l + α + β + 3
, j = 0, . . . , ν, (4)

γ = −
(

α +
1
2

)
π

2
(5)

and

Kl
n(ϕ, ϑ) =

k(ϕ)k(ϑ)
2α+β+2(2n− l)

{
sin[(2n + l + α + β + 3)ϕ+ϑ

2 + 2γ] sin(2n− l)ϕ+ϑ
2

sin2 ϕ+ϑ
2
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+
sin(2n + l + α + β + 3)ϕ−ϑ

2 sin(2n− l)ϕ−ϑ
2

sin2 ϕ−ϑ
2

}
, (6)

where
k(ϕ) =

1
√

π sinα+ 1
2 ϕ

2 cosβ+ 1
2

ϕ
2

(7)

At first we have to note that as it can be easily seen that ∀i, j = 0, . . . , ν,

Kl
n(ϕi, ϕj) =

{
0; if i 6= j
k2(ϕj)
2α+β+2 (2n + l + α + β + 3); if i = j

(8)

therefore if M
(α,β)
n,l (f, ϑ) exists, we get that

M
(α,β)
n,l (f, ϕj) = f(ϕj), j = 0, . . . , ν (9)

On the other hand

w̃α,β(ϕ)Kl
n(ϕ, ϑ) =

1
2π

sinα+ 1
2 ϕ

2 cosβ+ 1
2

ϕ
2

sinα+ 1
2 ϑ

2 cosβ+ 1
2 ϑ

2

1
2n− l

×
2n∑

k=l+1





sin
[(

k + 1 + α+β
2

)
(ϕ + ϑ) + 2γ

]

sin ϕ+ϑ
2

+
sin

(
k + 1 + α+β

2

)
(ϕ− ϑ)

sin ϕ−ϑ
2




(10)

Denoted by α+β+1
2 = M + δ, where M ∈ Z, δ ∈ [0, 1), we can expound the

expression in the bracket as

sin
[(

k + 1 + α+β
2

)
(ϕ + ϑ) + 2γ

]

sin ϕ+ϑ
2

+
sin

(
k + 1 + α+β

2

)
(ϕ− ϑ)

sin ϕ−ϑ
2

= 2
k+M∑
m=0

cos[(m + δ)(ϕ + ϑ) + 2γ] +
sin

[(
δ − 1

2

)
(ϕ + ϑ) + 2γ

]

sin ϕ+ϑ
2

+2
k+M∑
m=0

cos(m + δ)(ϕ− ϑ) +
sin

(
δ − 1

2

)
(ϕ− ϑ)

sin ϕ−ϑ
2

= 4
k+M∑
m=0

cos[(m + δ)(ϕ) + γ] cos[(m + δ)(ϑ) + γ]

+
sin

[(
δ − 1

2

)
(ϕ + ϑ) + 2γ

]

sin ϕ+ϑ
2

+
sin

(
δ − 1

2

)
(ϕ− ϑ)

sin ϕ−ϑ
2

,

That is

M
(α,β)
n,l (f, ϑ) =

2π

2n + l + α + β + 3

ν∑

j=0

f(ϕj)
1
2π

sinα+ 1
2

ϕj

2 cosβ+ 1
2

ϕj

2

sinα+ 1
2 ϑ

2 cosβ+ 1
2 ϑ

2
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×
{(

4
2n− l

2n∑

k=l+1

k+M∑
m=0

cos[(m + δ)(ϕj) + γ] cos[(m + δ)(ϑ) + γ]

)

+

(
sin

[(
δ − 1

2

)
(ϕj + ϑ) + 2γ

]

sin ϕj+ϑ
2

+
sin

(
δ − 1

2

)
(ϕj − ϑ)

sin ϕj−ϑ
2

)}

In the followings, we want to construct an operator extended on [−π, π),
which is bounded, and for which a reproducing property is valid. Because of
this extension, some values of f may appear more than once, so we have to
introduce some εj constants, to neutralize this occurence, that is we have to use
εjf(ϕj) instead of f(ϕj).

To guarantee some reproducing property of M
(α,β)
n,l (f, ϑ), we have to handle

somehow the last two summands. For the purpose of this, we will choose α+ 1
2 =

p and β + 1
2 = q, where p and q are integers. In this case, since δ =

{
p+q
2

}
,

thence δ = 0 or δ = 1
2 . Furthermore

sin
[(

δ − 1
2

)
(ϕj + ϑ) + 2γ

]

sin ϕj+ϑ
2

+
sin

(
δ − 1

2

)
(ϕj − ϑ)

sin ϕj−ϑ
2

= C =
{

0, if δ = 1
2 or p = 2% + 1

−2, if δ = 0 and p = 2%
(11)

In the followings we will deal with only these types of parameters. (Here we
have to mention that we have another possibility to define an interpolatory-
type system of nodes: ϕj = 2jπ

2n−l , but it is well-defined on [−π, π) if and only if
α + 1

2 ∈ Z, and if α + β ∈ Z, that is we have to choose p and q to be integers
again.)

2 Notations, Result

With the above notations, in the followings, let α + 1
2 = p, β + 1

2 = q with
p, q ∈ Z. Now, we can choose

ϕj =
2jπ

2n + l + p + q + 2
=

jπ

ν
, j = −ν, . . . , ν − 1 (12)

and l = n or l = n+1, according to the pairity of p+q, that is ν = 2n+l+p+q
2 ∈ N.

(In the followings Kn
n (ϕ, ϑ) = Kn(ϕ, ϑ), and the same for Kn+1

n ,M
(p,q)
n,n ,M

(p,q)
n,n+1.

Furthermore let N = 2n− l, and 3N = 2n + l.) Since 2γ = −pπ, we have that

Kn(ϕ, ϑ) =
k(ϕ)k(ϑ)
2p+q+1N

{
(−1)p sin(3N + p + q + 2)ϕ+ϑ

2 sinN ϕ+ϑ
2

sin2 ϕ+ϑ
2

+
sin(3N + p + q + 2)ϕ−ϑ

2 sinN ϕ−ϑ
2

sin2 ϕ−ϑ
2

}
,
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and so

2p+q+1vp,q(ϕi)vp,q(ϕj)Kn(ϕi, ϕj) =
3N + α + β + 3

2π





0; if i 6= ±j
1 + (−1)p; if i = j = 0
1 + (−1)q; if ϕi = ϕj = −π
1; if ϕi = ϕj 6= 0,−π
1; if i = −j 6= 0

(13)
therefore if M

(p,q)
n (f, ϑ) exists, then

M (p,q)
n (f, 0) =

1 + (−1)p

2
f(0); M (p,q)

n (f,−π) =
1 + (−1)q

2
f(−π);

M (p,q)
n (f, ϕj) =

f(ϕj) + f(−ϕj)
2

, j = {−ν + 1, . . . , ν − 1} \ 0 (14)

Notation:
(1)With the above notations, we define a trigonometric polynomial (u(ϑ)) such
that

u(ϑ) = up,q(ϑ)

=





sinp ϑ
2 cosq+1 ϑ

2 =
∑%+σ+1

t=0 ct(p, q) cos tϑ, if p = 2%, q = 2σ + 1
sinp+1 ϑ

2 cosq ϑ
2 =

∑%+σ+1
t=0 ct(p, q) cos tϑ, if p = 2% + 1, q = 2σ

sinp ϑ
2 cosq ϑ

2 =
∑%+σ

t=0 ct(p, q) cos tϑ, if p = 2%, q = 2σ

sinp ϑ
2 cosq ϑ

2 =
∑%+σ+1

t=1 ct(p, q) sin tϑ, if p = 2% + 1, q = 2σ + 1

(15)

(2)Therefore

M (p,q)
n (f, ϑ)up,q(ϑ) = up,q(ϑ)

2π

4ν

ν−1∑

j=−ν

f(ϕj)up,q(ϕj)
vp,q(ϕj)
up,q(ϕj)

Kn(ϕj , ϑ)

=
1

4νN

ν−1∑

j=−ν

f(ϕj)up,q(ϕj)
vp,q(ϕj)
up,q(ϕj)

up,q(ϑ)
vp,q(ϑ)

×
{

(−1)p sin(2ν)ϕj+ϑ
2 sin N

ϕj+ϑ
2

sin2 ϕj+ϑ
2

+
sin(2ν)ϕj−ϑ

2 sinN
ϕj−ϑ

2

sin2 ϕj−ϑ
2

}
(16)

(3) Let ξ, η ∈ 1
2Z, x ∈ [−1, 1], and xj = cos ϕj = cos jπ

ν .

wξ1,η1M
(ξ,η)
n (f, x)) =

1
N2ν

(
1
2
f(x0)wξ1,η1(x0)Ln(x, x0)

+
ν−1∑

j=1

f(xj)wξ1,η1(xj)Ln(x, xj) +
1
2
f(xν)wξ1,η1(xν)Ln(x, xν)


 , (17)
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where

Ln(x, xj) =
wξ1−ξ,η1−η(x)
wξ1−ξ,η1−η(xj)

×
{

(−1)2ξ sin 2ν
arccos xj+arccos x

2 sin N
arccos xj+arccos x

2

sin2 arccos xj+arccos x
2

+
sin 2ν

arccos xj−arccos x
2 sin N

arccos xj−arccos x
2

sin2 arccos xj−arccos x
2

}
(18)

(4) Let us denote by ‖(·)‖ the infinity norm on the interval in question, either
on [−π, π] or on [−1, 1].

Definition 4
Ew

n (f) = min
p∈Pnor p∈Tn

‖(f − p)w‖ (19)

is the error of the unifomly best approximating polynomial/trigonometric poly-
nomial (p)with degree n, with respect to a weight: w.

Theorem 1 Let ξ, η ∈ 1
2Z, and ξ, η ≥ 0.

f ∈ Cwξ1,η1
[−1, 1], (20)

where (ξ1, η1) = (ξ, η + 1
2 ), if 2ξ is even, 2η is odd; (ξ1, η1) = (ξ + 1

2 , η), if 2ξ is
odd, 2η is even, (ξ1, η1) = (ξ, η), if ξ + η ∈ Z. Then

wξ1,η1(xi)M (ξ,η)
n (f, xi) = wξ1,η1(xi)f(xi), i = 0, . . . , ν (21)

and
‖(f(x)−M (ξ,η)

n (f, x))wξ1,η1‖ = O
(
E

wξ1,η1
n (f)

)
(22)

Remark:
By the same arguments one can prove that ‖(f(x)−M

(ξ,η)
n,l (f, x))wξ1,η1‖ ≤

c 2n+l+p+q+2
2(2n−l) E

wξ1,η1
l (f), with 0 ≤ l ≤ 2n− 1.

3 Proof

For the proof of the theorem, by the substitution x = cos ϑ we can work on
[0, π), and then we can extend the funtion, and the operator as well to [−π, π).
So our first lemma is

Lemma 1 Let p and q be nonnegative integers, and let f ∈ Cup,q [−π, π] such
that f is even on (−π, 0) ∪ (0, π), then

‖(f(ϑ)−M (p,q)
n (f, ϑ))up,q(ϑ)‖ = O (Eup,q

n (f)) (23)
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Remark:
In the followings we will use l = n or l = n + 1 again, if it is necessary.

M (p,q)
n (f, ϑ)u(ϑ) =

1
3N + p + q + 2

ν−1∑

j=−ν

f(ϕj)u(ϕj)
(

C

2
+

2
N

×
2n∑

k=l+1

k+M∑
m=0





cos ϑ
2 cos(m+ 1

2 )(ϕj) cos(m+ 1
2 )(ϑ)

cos
ϕj
2

, if p = 2%, q = 2σ + 1
sin ϑ

2 sin(m+ 1
2 )(ϕj) sin(m+ 1

2 )(ϑ)

sin
ϕj
2

, if p = 2% + 1, q = 2σ

cos mϕj cos mϑ, if p = 2%, q = 2σ
sin mϕj sinmϑ, if p = 2% + 1, q = 2σ + 1




(24)

Let us call the above cases as case (a),(b),(c) and (d) respectively. The
previous computations show that

Lemma 2 M
(p,q)
n (f, ϑ)u(ϑ) in case (a) and (b) is a cosine-polynomial with de-

gree 2n+M +1; in case (c) is also a cosine polynomial, but with degree 2n+M ;
and in case (d) is a sine-polynomial with degree 2n + M .

Now we can turn to the proof of the reproducing property:

Lemma 3 Let CL(ϑ) be a cosine-polynomial with degree L on [−π, π). If L ≤ n,
then

CL(ϑ)u(ϑ) = M (p,q)
n (CL, ϑ)u(ϑ), ϑ ∈ [−π, π).

Remark:
Naturally in the above expression u(ϑ) is necessary only that points, in which

it is zero.
Proof:

At first we will deal with case (a). Now

M (p,q)
n (f, ϑ)u(ϑ) =

1
(3N + p + q + 2)N

ν−1∑

j=−ν

f(ϕj)u(ϕj)

×
2n∑

k=l+1

k+M∑
m=0

am,j(cosmϑ + cos(m + 1)ϑ),

where

am,j =
cos

(
m + 1

2

)
ϕj

cos ϕj

2

, a0,j = a0 = 1.

That is

M (p,q)
n (f, ϑ)u(ϑ) =

1
3N + p + q + 2

ν−1∑

j=−ν

f(ϕj)u(ϕj)

×
{

a0 +
l+M+1∑

m=1

(am−1,j + am,j) cos mϑ
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+
2n+M∑

m=l+1+M+1

2n + M + 1−m

N
(am−1,j + am,j) cos mϑ

+
2n+M+1∑

m=l+1+M+1

am−1,j

N
cosmϑ

}

Let f(ϑ) = CL(ϑ) is a cosine polynomial with degree L now!
Then taking into consideration that
(i) in case (a) CL(ϑ)u(ϑ) =

∑L+M+1
µ=0 dµ cos µϑ is also a cosine polynomial,

(ii) β > −1, Cl(ϕ−ν)u(ϕ−ν) = 0 =
∑L+M+1

µ=0 (−1)µdµ,
(iii) am−1,j + am,j = 2 cos mϕj ,

(iv) am,j = (−1)m
(
2

∑m
%=1(−1)% cos %ϕj + 1

)

we get that

M (p,q)
n (CL, ϑ)u(ϑ) =

1
2ν

ν−1∑

j=−ν

(
L+M+1∑

µ=0

dµ cosµϕj

×
{

a0 + 2
l+M+1∑

m=1

cos mϕj cos mϑ + 2
2n+M∑

m=l+1+M+1

2n + M + 1−m

N
cosmϕj cosmϑ

+
1
N

2n+M+1∑

m=l+1+M+1

(−1)m−1 cosmϑ

(
2

m−1∑
%=1

(−1)% cos %ϕj + 1

)})

Changing the order of summations, we can write

M (p,q)
n (CL, ϑ)u(ϑ) =

1
2ν

L+M+1∑
µ=0

dµ

×




ν−1∑

j=−ν

cos µϕj + 2
l+M+1∑

m=1

cosmϑ

ν−1∑

j=−ν

cos µϕj cos mϕj

+
2
N

2n+M∑

m=l+1+M+1

(2n + M + 1−m) cos mϑ

ν−1∑

j=−ν

cosµϕj cosmϕj

+
1
N

2n+M+1∑

m=l+1+M+1

(−1)m−1 cos mϑ


2

m−1∑
%=1

(−1)%
ν−1∑

j=−ν

cosµϕj cos %ϕj +
ν−1∑

j=−ν

cos µϕj








Since
ν−1∑

j=−ν

cos mϕj cosµϕj =





0, if m 6= µ
2ν, if m = µ = 0
ν, if m = µ 6= 0

, (25)

and according to (ii), for an L ≤ l
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M (p,q)
n (CL, ϑ)u(ϑ) =

1
2ν

{
2νd0 + 2

L+M+1∑
m=1

dµν cos µϑ + 0

+
1
N

2n+M+1∑

m=L+1+M+1

(−1)m−1 cosmϑ

(
2ν

L+M+1∑
µ=0

(−1)µdµ

)}
= CL(ϑ)u(ϑ) (26)

In case (b)

M (p,q)
n (f, ϑ)u(ϑ) =

1
2νN

ν−1∑

j=−ν

f(ϕj)u(ϕj)
2n∑

k=l+1

k+M∑
m=0

bm,j(cos mϑ+cos(m+1)ϑ),

where

bm,j =
sin

(
m + 1

2

)
ϕj

sin ϕj

2

, b0,j = b0 = 1.

So because
bm,j − bm−1,j = 2 cos mϕj ,

M (p,q)
n (f, ϑ)u(ϑ) =

1
2ν

ν−1∑

j=−ν

f(ϕj)u(ϕj)

{
b0 + 2

l+M+1∑
m=1

cos mϕj cosmϑ

+2
2n+M∑

m=l+1+M+1

2n + M + 1−m

N
cos mϕj cos mϑ−

2n+M+1∑

m=l+1+M+1

bm−1,j

N
cos mϑ

}

If f(ϑ) = CL(ϑ) is a cosine polynomial with degree L, then
(i) in case (b) CL(ϑ)u(ϑ) =

∑L+M+1
µ=0 dµ cos µϑ is also a cosine polynomial,

(ii) α > −1, Cl(ϕ0)u(ϕ0) = 0 =
∑L+M+1

µ=0 dµ,
(iii) bm,j = 1 + 2

∑m
%=1 cos %ϕj

And

M (p,q)
n (CL, ϑ)u(ϑ) =

1
2ν

{
2νd0 + 2

L+M+1∑
m=1

dµν cos µϑ + 0

+
1
N

2n+M+1∑

m=L+1+M+1

cos mϑ

(
2ν

L+M+1∑
µ=0

dµ

)}
= CL(ϑ)u(ϑ) (27)

In case (c)

M (p,q)
n (f, ϑ)u(ϑ) =

1
2ν

ν−1∑

j=−ν

f(ϕj)u(ϕj)

{
−1 +

2
N

2n∑

k=l+1

k+M∑
m=0

cos mϕj cos mϑ

}
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=
1
2ν

ν−1∑

j=−ν

f(ϕj)u(ϕj)

{
−1 + 2

l+M+1∑
m=0

cos mϕj cosmϑ + 2
2n+M∑

m=l+1+M+1

2n + M + 1−m

N
cosmϕj cos mϑ

}

That is if f(ϑ) = CL(ϑ) is a cosine polynomial with degree L, then CL(ϑ)u(ϑ) =∑L+M
µ=0 dµ cosµϑ is also a cosine polynomial, and for L ≤ n M

(p,q)
n (CL, ϑ)u(ϑ) =

CL(ϑ)u(ϑ), as in the previous case.
Similarly, in case (d) if f(ϑ) = CL(ϑ) is a cosine polynomial with degree

L ≤ n, then CL(ϑ)u(ϑ) =
∑L+M

µ=1 dµ sin µϑ is a sine polynomial, and using the
orthogonality of sinϕj-s on [−π, π]

M (p,q)
n (CL, ϑ)u(ϑ) =

1
2ν

ν−1∑

j=−ν

L+M∑
µ=1

dµ sin µϕj

×
{

2
N

2n∑

k=l+1

k+M∑
m=1

sinmϕj sin mϑ

}
= CL(ϑ)u(ϑ).

Lemma 4 With the previous notations

Λn = ‖up,q(ϑ)λ(p,q)
n (ϑ)‖

=

∥∥∥∥∥∥
up,q(ϑ)

2π

2(3N + p + q + 2)

ν−1∑

j=−ν

∣∣∣∣
vp,q(ϕj)
up,q(ϕj)

Kn(ϕj , ϑ)
∣∣∣∣

∥∥∥∥∥∥
= O(1) (28)

Proof:
case (a):

up,q(ϑ)λ(p,q)
n (ϑ) =

1
2νN

×
ν−1∑

j=−ν

∣∣∣∣∣
cos ϑ

2

cos ϕj

2

{
sin 2ν

ϕj+ϑ
2 sin N

ϕj+ϑ
2

sin2 ϕj+ϑ
2

+
sin 2ν

ϕj−ϑ
2 sinN

ϕj−ϑ
2

sin2 ϕj−ϑ
2

}∣∣∣∣∣

=
1
2ν

∣∣∣∣∣1 + 2
l+M+1∑

m=1

(−1)m cos mϑ + 2
2n+M∑

m=l+1+M+1

2n + M + 1−m

N
(−1)m cos mϑ

+
2n+M+1∑

m=l+1+M+1

2m− 1
N

(−1)m−1 cosmϑ

∣∣∣∣∣ +
1

2νN

×
ν−1∑

j=−ν+1

∣∣∣∣∣
cos ϑ

2

cos ϕj

2

{
sin 2ν

ϕj+ϑ
2 sin N

ϕj+ϑ
2

sin2 ϕj+ϑ
2

+
sin 2ν

ϕj−ϑ
2 sin N

ϕj−ϑ
2

sin2 ϕj−ϑ
2

}∣∣∣∣∣
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= A + B = A +
1

2νN

ν−1∑

j=−ν+1

Bν(ϑ)

It is clear, that A = O(1). It is enough to estimate B on [0, π), so let
0 ≤ ϕk−1 ≤ ϑ < ϕk!

B ≤ 1
2νN

(Bk−1(ϑ) + Bk(ϑ) + Bk+1(ϑ) + B−k − 1(ϑ) + B−k(ϑ) + B−k+1(ϑ))

+
1

2νN

∑
−ν+1≤j≤ν−1

j 6=−k−1,−k,−k+1,k−1,k,k+1

Bν(ϑ) = B∗(ϑ) + B∗∗(ϑ)

Since Bi(ϑ) ≤ 4νN , (i = k− 1, k, k + 1,−k− 1,−k,−k + 1) thence B∗(ϑ) =
O(1).

B∗∗(ϑ) ≤ c
1

2νN





−k−2∑

j=−ν+1

∣∣∣∣
cos ϕk−1

2

cos
ϕj

2

∣∣∣∣
(

1
sin2 ϕj+ϕk−1

2

+
1

sin2 ϕj−ϕk−1
2

)

+
k−2∑

j=−k+2

(·) +
ν−1∑

k+2

(·)


 ≤ c

ν2

νN





−k−2∑

j=−ν+1

ν − k

ν − |j|

×
(

max
{

1
(j + k)2

,
1

(2ν − |j + k|)2
}

+ max
{

1
(j − k)2

,
1

(2ν − |j − k|)2
})

+
k−2∑

j=−k+2

(·) +
ν−1∑

k+2

(·)


 = Σ11 + Σ12 + Σ21 + Σ22 + Σ31 + Σ32

Σ11 = c
ν

N

−k−2∑

j=−ν+1

ν − k

ν − |j| max
{

1
(j + k)2

,
1

(2ν − |j + k|)2
}

= c
ν

N





ν−1∑

j=k+2

ν − k

(ν − j)(j − k)2



 = O(1) (29)

Σ12 = c
ν

N

−k−2∑

j=−ν+1

ν − k

ν − |j| max
{

1
(j − k)2

,
1

(2ν − |j − k|)2
}

= c
ν

N




ν−k∑

j=k+2

ν − k

ν − j

1
(j + k)2

+
ν−1∑

j=ν−k+1

ν − k

ν − j

1
(2ν − j − k)2


 = O(1) (30)

Σ21 = c
ν

N

k−2∑

j=−k+2

ν − k

ν − |j| max
{

1
(j + k)2

,
1

(2ν − |j + k|)2
}

= O(1) (31)

11



Σ22 = c
ν

N

k−2∑

j=−k+2

c
1

(k − j)2
= O(1) (32)

Σ3 is similar to Σ1:

Σ31 = c
ν

N




ν−k∑

j=k+2

ν − k

ν − j

1
(j + k)2

+
ν−1∑

j=max{k+2,ν−k}+1

ν − k

ν − j

1
(2ν − j − k)2


 = O(1) (33)

and
Σ32 = c

ν

N

∑
j = k + 2ν − 1

ν − k

ν − j

1
(j − k)2

= O(1) (34)

Case (b) is very similar to case (a); the only difference is that we have to
separate the ν − 0-term, so we omit the details.

In cases (c) and (d) up,q = vp,q so we can follow the above computations
without an extra factor.
Proof: of Lemma 1

For an f in Lemma 1, one can give a best approximating polynomial with
degree l with respect to up,q, which is a cosine-polynomial, on a standard way.
So by Lebesgue’s inequality, and according to lemmas 2,3:

‖(f −M (p,q)
n (f))up,q‖ ≤ (1 + Λn)Eup,q

n (f)

and together with Lemma 4, it gives Lemma 1.
Proof: of Theorem 1

Let f be as in Theorem 1. Then by the replacement x = cos ϑ, denoting
by f(ϑ) := f(cos ϑ) again, an f ∈ Cup,q [0, π] is defined, where p = 2ξ, q = 2η.
Now let us extend this function to (−π, 0) ∪ (0π), so (denoting also by f) we
have an even function in Cup,q [−π, π] As in previously, we can define the best
approximating polinomial to f with degree n, with respect to wξ1,η1 on [−1, 1].
That is ‖(f(x) − pn(x))wξ1,η1(x)‖ = E

wξ1,η1
n (f). Substituting x = cos ϑ, and

denoting by Cn(ϑ) = pn(cos ϑ), ‖(f(ϑ) − Cn(ϑ))up,q(ϑ)‖ = E
wξ1,η1
n (f(x)) =

E
up,q
n (f(ϑ)). Applying Lemma 1, we get that

‖(f(ϑ)−M (p,q)
n (f, ϑ))up,q(ϑ)‖ = O(1)Eup,q

n (f) (35)

Mn(f, ϑ)(p,q))up,q(ϑ) =
1

4νN




−1∑

j=−ν

f(ϕj)up,q(ϕj)
vp,q(ϕj)
up,q(ϕj)

up,q(ϑ)
vp,q(ϑ)

×
{

(−1)p sin(2ν)ϕj+ϑ
2 sin N

ϕj+ϑ
2

sin2 ϕj+ϑ
2

+
sin(2ν)ϕj−ϑ

2 sinN
ϕj−ϑ

2

sin2 ϕj−ϑ
2

}
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+
ν−1∑

j=0

(·)

 =

1
4νN

(I + II)

I =
−1∑

j=−ν

f(ϕ−j)δup,q(ϕ−j)
εvp,q(ϕ−j)
up,q(ϕ−j)

up,q(ϑ)
vp,q(ϑ)

×
{

(−1)p sin(2ν)−ϕ−j+ϑ
2 sin N

−ϕ−j+ϑ
2

sin2 −ϕ−j+ϑ
2

+
sin(2ν)−ϕ−j−ϑ

2 sin N
−ϕ−j−ϑ

2

sin2 −ϕ−j−ϑ
2

}
,

where ε = −1, if p is odd and q is even, and ε = 1 otherwise; δ = −1 if p and q
are odd, and δ = 1 otherwise, that is εδ = (−1)p. So

I =
ν∑

j=1

f(ϕj)up,q(ϕj)
vp,q(ϕj)
up,q(ϕj)

up,q(ϑ)
vp,q(ϑ)

×
{

(−1)p sin(2ν)ϕj+ϑ
2 sin N

ϕj+ϑ
2

sin2 ϕj+ϑ
2

+
sin(2ν)ϕj−ϑ

2 sin N
ϕj−ϑ

2

sin2 ϕj−ϑ
2

}
,

and
Mn(f, ϑ)(p,q))up,q(ϑ) =

1
2νN

×
(

1
2
f(ϕ0)up,q(ϕ0)Ln(ϑ, ϕ0)

+
ν−1∑

j=1

f(ϕj)up,q(ϕj)Ln(ϑ, ϕj) +
1
2
f(ϕν)up,q(xν)Ln(ϑ, ϕν)


 (36)

Substituting cos ϑ = x, cos ϕj = xj in (35), and taking into consideration (36)
the theorem is proved.
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