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## Gleason-Kahane-Żelazko theorem

Theorem (A.M. Gleason, J.P. Kahane, W. Żelazko, 1967-68)
Let $\mathscr{A}$ be a complex Banach algebra with a unit element $\mathbf{1}$ and let $f: \mathscr{A} \rightarrow \mathbb{C}$ be a linear functional with $f(\mathbf{1})=1$.
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## Theorem (N. Farnum, R. Whitley, 1978)
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We shall propose another variant of the Gleason-Kahane-Żelazko theorem, also valid for real Banach algebras, and inspired by the following result of S. Kowalski and Z. Słodkowski.
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Let us stress that here, in contrast to the original version of the Gleason-Kahane-Żelazko theorem, the linearity of $f$ is a part of the assertion.
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The method of the proof of our main result is based on the methods invented by Kowalski and Słodkowski and on the complexification process.
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which proves that $\widetilde{f}$ is a Lipschitz map.
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- From this it is not difficult to derive that $\widetilde{f}$ is $\mathbb{C}$-linear, thus $f$ itself is $\mathbb{R}$-linear.
- By the Gleason-Kahane-Żelazko theorem (we use our assumption once more), $\widetilde{f}$ is also multiplicative, thus $f$ itself is multiplicative as well.
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## A question on assumptions

The assertion of our main result is purely algebraic, as well as its main assumption (about the graph of the given function $f$ ).

## Theorem

Let $\mathscr{A}$ be a real Banach algebra with a unit element 1 and let $f: \mathscr{A} \rightarrow \mathbb{C}$. Suppose that for any $x, y \in \mathscr{A}$ there exists a linear and multiplicative map $\varphi_{x, y}: \mathscr{A} \rightarrow \mathbb{C}$ such that

$$
f(x)=\varphi_{x, y}(x) \quad \text { and } \quad f(y)=\varphi_{x, y}(y)
$$

Then $f$ is linear and multiplicative.

## Question

Is the Banach algebra structure essential in our Theorem?

