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Abstract. We completely characterize the asymptotic behavior of the covering number
for strongly connected inhomogeneous graph-directed self-similar sets satisfying the
strong open set condition.

1. Introduction

Let Φ = (f1, . . . , fκ) be a tuple of contractive similarities acting on Rd such that
fi(x) = ϱiOix + ti, where 0 < ϱi < 1 is a contraction ratio, Oi is an orthogonal d × d-
matrix, and ti ∈ Rd is a translation vector for all i ∈ {1, . . . , κ}. A classical result of
Hutchinson [5] shows that for each such Φ there exists a unique non-empty compact
invariant set K ⊂ Rd, called the self-similar set, such that

K =
κ⋃

i=1
fi(K). (1.1)

For a bounded set A ⊂ Rd, let Nr(A) be the r-covering number of A, i.e.

Nr(A) = min
{

k ∈ N : A ⊂
k⋃

i=1
B(xi, r) for some x1, . . . , xk ∈ Rd

}
,

is the least number of closed balls of radius r > 0 needed to cover A. Recall that, by
Falconer [3, Theorem 4], the Minkowski dimension of a self-similar K,

dimM(K) = lim
r↓0

log Nr(K)
log r−1 , (1.2)

exists. A self-similar set K satisfies the strong separation condition, if fi(K)∩fj(K) = ∅ for
all i, j ∈ {1, . . . , κ} with i ≠ j. Under the strong separation condition, Lalley [7, Theorem
1] managed to give more precise information in (1.2) by studying the convergence of

Nr(K)
r− dimM(K) (1.3)

as r ↓ 0. In this paper, our goal is to to generalize Lalley’s result for more general
systems under a more relaxed separation condition. Our main results, Theorems 1.1
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B. Bárány was supported by the grants NKFI FK134251, K142169, and the grant NKFI KKP144059

“Fractal geometry and applications”.
1



2 BALÁZS BÁRÁNY, ANTTI KÄENMÄKI, AND PETTERI NISSINEN

and 1.2 below, completely characterize the convergence of (1.3) for strongly connected
inhomogeneous graph-directed self-similar sets satisfying the strong open set condition.

Graph-directed self-similar sets generalize self-similar sets. They are defined by
contractive similarities determined by a directed multigraph between non-empty compacts
sets in Rd. Such a configuration is called a Mauldin-Williams graph. More precisely, let
(V, E) be a directed multigraph with a set V of vertices and with a multiset E of directed
edges. For every vertex i ∈ V , there exists a bounded set Xi ⊂ Rd such that Xo

i = Xi, and
for every edge e ∈ E, let Se : Xt(e) → Xi(e) be a contractive similarity associated to the
edge e from the initial vertex i(e) to the terminal vertex t(e). The Mauldin-Williams graph
is then G = ((V, E), (Xi)i∈V , (Se)e∈E). By Mauldin and Williams [10, Theorem 1], there
exists a unique list (Ki)i∈V of non-empty compact subsets of Rd, called the graph-directed
self-similar sets, such that

Ki =
⋃

e∈E : i(e)=i

Se(Kt(e)) (1.4)

for all i ∈ V . The precise definition will be given in §2.1. Note that in the case of
one vertex and κ many edges, the graph-directed self-similar set satisfies (1.1). Write
K = ⋃

i∈V Ki. Hambly and Nyberg [4] studied the asymptotic behaviour of (1.3) for
graph-directed self-similar sets under the strong open set condition and the so-called
finite ramification.

Inhomogeneous graph-directed self-similar sets (KC
i )i∈V are defined as graph-directed

self-similar sets but with a list C = (Ci)i∈V of compact condensation sets. By Dubey
and Verma [1, Theorem 3.6], there exists a unique list (KC

i )i∈V of non-empty compact
subsets of Rd, called the inhomogeneous graph-directed self-similar sets, such that

KC
i =

⋃
e∈E : i(e)=i

Se(KC
t(e)) ∪ Ci

for all i ∈ V . See §2.2 for a precise definition. Write also KC = ⋃
i∈V KC

i . Note that if
Ci = ∅ for all i ∈ V , then the inhomogeneous graph-directed self-similar set satisfies (1.4).
Dubey and Verma [1] studied the Minkowski dimension of inhomogeneous graph-directed
self-similar sets satisfying the strong open set condition.

Let us next state our main results. For the definitions of the strongly connected Mauldin-
Williams graph, the strong open set condition (SOSC), and the strong condensation
open set condition (SCOSC), the reader is referred to §2.1 and §2.2. Furthermore, let
s0(G) be the Minkowski dimension of the corresponding graph-directed self-similar sets
defined in (2.3) and let GM be the smallest closed group generated by the logarithms of
the contracting ratios defined in (3.1). The first main result covers the case where the
condensation sets are small.

Theorem 1.1. Suppose that (G, C) is a strongly connected inhomogeneous Mauldin-
Williams graph satisfying the SOSC such that∫ ∞

0
e−s0(G)tNe−t(Ci) dt < ∞

for all i ∈ V . Then precisely one of the following two statements hold:
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(1) GM = R and for every i ∈ V there exists a constant hi > 0 such that

lim
t→∞

Ne−t(KC
i )

hies0(G)t = 1.

In particular, lim
t→∞

e−s0(G)tNe−t(KC) = ∑
i∈V

hi.

(2) GM = ⟨{τ}⟩ and for every i ∈ V there exist δ > 0 and a τ -periodic function
hi : R → [δ, ∞) such that

lim
n→∞

Ne−(nτ+y)(KC
i )

hi(y)es0(G)(nτ+y) = 1

for all y ∈ [0, τ). In particular, lim
n→∞

e−s0(G)(nτ+y)Ne−(nτ+y)(KC) = ∑
i∈V

hi(y).

The second main result deals with the case where there are large condensation sets.

Theorem 1.2. Suppose that (G, C) is a strongly connected inhomogeneous Mauldin-
Williams graph satisfying the SCOSC such that∫ ∞

0
e−s0(G)tNe−t(Ci) dt = ∞

for some i ∈ V . Then

lim
t→∞

Ne−t(KC
i )

es0(G)t = ∞

for all i ∈ V .

To summarise, our main results demonstrate that the condensation set either does
not have any effect on the asymptotic behavior of the covering number or blows it
completely up. The remaining of the article is organized as follows: In §2, we introduce
the graph-directed iterated function systems, define an inhomogeneous version of it, and
recall the vector-valued renewal theorem. In §3, we prove Theorems 1.1 and 1.2.

2. Preliminaries

In this section, we recall the definition of a graph-directed iterated function system
and present the vector-valued renewal theorem of Lau, Wang, and Chu [9].

2.1. Graph-directed iterated function systems. Let (V, E) be a directed multigraph,
where V is the set of vertices and E is the multiset of edges. For an edge e ∈ E, let us
denote its initial vertex by i(e) and by t(e) its terminal vertex. If i, t ∈ V are vertices
then we denote the set of edges with initial vertex i by Ei = {e ∈ E : i(e) = i}, the set of
edges from i to t by Eit = {e ∈ Ei : t(e) = t}. A list G = ((V, E), (Xi)i∈V , (Se)e∈E) with
the following three conditions:

(G1) (V, E) is a directed multigraph,
(G2) (Xi)i∈V ∈ (Rd)N is a list of non-empty compact subsets of Rd with Xo

i = Xi,
(G3) Se : Xt(e) → Xi(e) is a contractive similarity with contraction ratio 0 < re < 1 for

all e ∈ E,
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is called a Mauldin-Williams graph.
If G = ((V, E), (Xi)i∈V , (Se)e∈E) is a Mauldin-Williams graph, then, by [10, Theorem

1], there exists a unique list (Ki)i∈V of non-empty compact invariant subsets of Xi

satisfying

Ki =
⋃

e∈Ei

Se(Kt(e)) (2.1)

for all i ∈ V . The sets in (Ki)i∈V are called graph-directed self-similar sets associated with
G. It is a common practice to embed the sets Xi into a single Rd such that Xo

i ∩ Xo
j = ∅

whenever i ≠ j. This allows us to define K = ⋃
i∈V Ki, where the union is “essentially”

pairwise disjoint. We say that G satisfies the open set condition (OSC) if there exist a
list (Ui)i∈V of sets such that for all i ∈ V the following three assumptions holds: Ui is
non-empty open bounded subsets of Xi,⋃

e∈Ei

Se(Ut(e)) ⊂ Ui, (2.2)

and

Se(Ut(e)) ∩ Se′(Ut(e′)) = ∅

for all e, e′ ∈ Ei with e ̸= e′. Furthermore, if Ui ∩ Ki ≠ ∅ for all i ∈ V , then we say that
G satisfies the strong open set condition (SOSC). It follows from (2.1) and (2.2) that
Ki ⊂ Ui for all i ∈ V . Clearly, if a Mauldin-Williams graph satisfies the SOSC with open
sets (Ui)i∈V , then, without loss of generality, we may assume that Xi = Ui.

A list γ = (e1, . . . , en) of consecutive edges, which satisfies t(e1) = i(e2), t(e2) = i(e3),
. . . , t(en−1) = i(en), is called a path. For a path γ = (e1, . . . , en), we define Sγ =
Se1 ◦ · · · ◦ Sen and rγ = re1 · · · ren . The number of edges in a path is its length. A path
γ = (e1, . . . , en) is called a cycle if t(en) = i(e1), i.e. the terminal vertex of γ, denoted
by t(γ), is equal to the initial vertex of γ, denoted by i(γ). A cycle γ = (e1, . . . , en) is
simple if all the initial vertices i(e1), . . . , i(en) are distinct. Let us denote the set of paths
of length n beginning at i and terminating at j by

Γn
i,j = {γ = (e1, . . . , en) ∈ En : γ is a path such that i(e1) = i and t(en) = j}

and write Γ∗
i,j = ⋃

n∈N Γn
i,j . We use the convention that ∅ is an element of Γ∗

i,j and has
the property that S∅ is the identity map Id |Xi . Similarly, let Γn

i = ⋃
j∈V Γn

i,j be the set of
n-length paths beginning at i and write Γ∗

i = ⋃
n∈N Γn

i . If γ = (e1, . . . , en) ∈ Γn
i , then we

write γ− = (e1, . . . , en−1). Let Γn = ⋃
i∈V Γn

i and Γ∗ = ⋃
n∈N Γn. Write |γ| for the length

of γ ∈ Γ∗. We say that G is strongly connected if for each pair of vertices i and j, there is
path from i to j. In particular, if G is strongly connected then there exists r > 0 such that
for every i, j ∈ V , Γr

i,j ̸= ∅. For any two paths γ = (e1, . . . , en), γ′ = (e′
1, . . . , e′

n) ∈ Γ∗ let
γ ∧ γ′ = (e1, . . . , e|γ∧γ′|), where |γ ∧ γ′| = min{k ⩾ 0 : ek+1 ̸= e′

k+1}, the common part of
the paths γ, γ′. We use the convention that if |γ ∧ γ′| = 0 then γ ∧ γ′ = ∅.

We also define the set of infinite length paths beginning at i by

Γi = {γ = (e1, e2, . . .) ∈ EN : γ satisfies i(e1) = i and t(en) = i(en+1) for all n ∈ N}.
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If γ = (e1, e2, . . .) ∈ EN, then we write γ|n = (e1, . . . , en) ∈ En for all n ∈ N. The
canonical projection Πi : Γi → Ki is defined by the relation

{Πi(γ)} =
∞⋂

n=1
Sγ|n(Kt(γ|n))

for all γ ∈ EN. Note that each Πi is surjective. Defining Γ = ⋃
i∈V Γi and Π: Γ → K by

Π(γ) = Πi(γ)(γ), we have Π(Γ) = K.
One can identify the finite set of vertices with positive integers, i.e. we may assume that

V = {1, . . . , N}. A non-negative N × N matrix A is irreducible if for all i, j ∈ {1, . . . , N}
there exist k ∈ N such that (Ak)ij > 0. Here Aij denotes the (i, j) element of a matrix
A. For a given Mauldin-Williams graph G, define As

G = (∑
e∈Eij

rs
e)i,j∈{1,...,N} for all

s ⩾ 0. It is easy to see that As
G is irreducible for all s ⩾ 0 if and only if G is strongly

connected. Recall that, by the Perron-Frobenius theorem, the spectral radius ρ(A) of an
N × N matrix A is the largest eigenvalue of A in modulus. Let s0(G) ⩾ 0 be the unique
solution of

ρ(As
G) = 1. (2.3)

The following theorem follows from [10, Theorem 3] and [2, Corollary 3.5].

Theorem 2.1. Let G be a strongly connected Mauldin-Williams graph and (Ki)i∈V the
associated list of graph-directed self-similar sets. If G satisfies the OSC, then

dimM(K) = dimH(K) = dimH(Ki) = dimM(Ki) = s0(G)

and 0 < Hs0(G)(Ki) < ∞ for all i ∈ V .

We also recall the following theorem which is a combination of [11, Theorem 2.2.6]
and [10, Theorem 5].

Theorem 2.2. Let G be a strongly connected Mauldin-Williams graph and (Ki)i∈V the
associated list of graph-directed self-similar sets. Then

OSC ⇔ SOSC ⇔ 0 < Hs0(G)(Ki) < ∞

for all i ∈ V .

2.2. Inhomogeneous graph-directed systems. We introduce an extension of the
Mauldin-Williams graph which is also our main interest. Let G be a Mauldin-Williams
graph defined in §2.1. If there exists a list C = (Ci)i∈V of compact sets such that Ci ⊂ Xi

for all i ∈ V , then we see that there exists a unique list (KC
i )i∈V of non-empty compact

invariant subsets of Xi satisfying

KC
i =

⋃
e∈Ei

Se(KC
t(e)) ∪ Ci

for all i ∈ V . Note that if Ci = ∅ for all i ∈ V and we denote (∅)i∈V by ∅, then K∅
i is the

set satisfying (2.1) and will be denoted by Ki. Recall that we introduced the convention
that ∅ ∈ Γ∗

i and S∅ = Id |Xi , so it is straightforward to see by the definition that

KC
i = Ki ∪

⋃
γ∈Γ∗

i

Sγ(Ct(γ)). (2.4)
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We say that (G, C) is an inhomogeneous Mauldin-Williams graph. Calling (G, C) strongly
connected obviously then means that G is strongly connected. The sets in (KC

i )i∈V are
called inhomogenous graph directed self-similar sets associated with (G, C) and, again
embedding the sets Xi into a single Rd such that Xo

i ∩ Xo
j = ∅ whenever i ≠ j, their

union is denoted by KC = ⋃
i∈V KC

i .
We say that (G, C) satisfies the strong open set condition (SOSC) if G satisfies the

SOSC with open sets (Ui)i∈V and Ci ⊂ Ui for all i ∈ V . Observe that if (G, C) satisfies
the SOSC, then KC

i ⊂ Ui and we may assume that Xi = Ui for all i ∈ V . Furthermore,
following [6], we say that (G, C) satisfies the strong condensation open set condition
(SCOSC) if G satisfies the SOSC with open sets (Ui)i∈{1,...,N} and Ci ⊂ Ui\

⋃
e∈Ei

Se(Ut(e))
for all i ∈ {1, . . . , N}.

2.3. Vector-valued renewal theorem. We say that a locally finite Borel regular
measure is a Radon measure. For Radon measures µ1 and µ2 on R, we define the
convolution of µ1 and µ2 by

(µ1 ∗ µ2)(A) =
∫∫

1A(x + y) dµ1(x) dµ2(y)

for all Borel sets A ⊂ R. Observe that the convolution is a Radon measure on R, and
that we furthermore have

spt(µ1 + µ2) = spt(µ1) ∪ spt(µ2),
spt(µ1 ∗ µ2) = spt(µ1) + spt(µ2),

where (µ1 + µ2)(A) = µ1(A) + µ2(A) and A + B = {x + y : x ∈ A and y ∈ B} for
all A, B ⊂ R. Moreover, if spt(µ1), spt(µ2) ⊂ [0, ∞), then clearly spt(µ1 + µ2) =
spt(µ1) ∪ spt(µ2) ⊂ [0, ∞) and spt(µ1 ∗ µ2) = spt(µ1) + spt(µ2) ⊂ [0, ∞).

Let us define a matrix valued Radon measure by setting

M =

 µ11 · · · µ1N
... . . . ...

µN1 · · · µNN

 , (2.5)

where each µij , i, j ∈ {1, . . . , N}, is a Radon measure on R such that spt(µij) ⊂ [0, ∞).
If γ = ((i1, i2), (i2, i3), . . . , (ik−1, ik)) is a path, then we write

µγ = µi1i2 ∗ µi2i3 ∗ · · · ∗ µik−1ik
.

Note that spt(µi1i2 ∗ µi2i3 ∗ · · · ∗ µik−1ik
) ⊂ [0, ∞). If M = (µij)i,j∈{1,...,N} and P =

(νij)i,j∈{1,...,N} are matrix valued Radon measures, then we define their convolution by

M ∗ P =


∑N

l=1 µ1l ∗ νl1 · · ·
∑N

l=1 µ1l ∗ νlN
... . . . ...∑N

l=1 µNl ∗ νl1 · · ·
∑N

l=1 µNl ∗ νlN

 .
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Let M∗0 = diag(δ0, . . . , δ0) and define recursively M∗k = M∗(k−1) ∗M for all k ∈ N. Note
that the measures M∗k

ij are Radon on R such that spt(M∗k
ij ) ⊂ [0, ∞). We also write

U =
∞∑

k=0
M∗k =


∑∞

k=0 M∗k
11 · · ·

∑∞
k=0 M∗k

1N
... . . . ...∑∞

k=0 M∗k
N1 · · ·

∑∞
k=0 M∗k

NN


and

GM =
〈⋃

{spt(µγ) : γ is a simple cycle}
〉
. (2.6)

Assuming that the set GM is non-empty and nontrivial (i.e. GM ̸= {0}), then there are
two possibilities: either GM = R or GM = ⟨{τ}⟩ for some τ > 0. Indeed, if non-empty
B is nontrivial subgroup of additive group of real numbers, then one of the following
holds: B is dense in R or B = τZ = {τk : k ∈ Z} for some τ > 0. Thus closed non-empty
nontrivial subgroups of additive group of real numbers are R and τZ.

Recall that
(f ∗ µ)(x) =

∫
f(x − y) dµ(y)

for all Radon measures µ on R and f : R → R. If M = (µij)i,j∈{1,...,N} is a matrix valued
Radon measure and f = (f1, . . . , fN ) : R → RN , then we define

(f ∗ M)(x) = (f1, . . . , fN ) ∗

 µ11 · · · µ1N
... . . . ...

µN1 · · · µNN

 (x)

=
( N∑

l=1
fl ∗ µl1(x), . . . ,

N∑
l=1

fl ∗ µlN (x)
)

Let L = (L1, . . . , LN ) : R → RN be a function vanishing for x < 0 and let us consider the
inhomogeneous convolution equation of the form

f(x) = (f ∗ M)(x) + L(x), (2.7)

where M = (µij)i,j∈{1,...,N} is a matrix valued Radon measure and f : R → RN . Fur-
thermore, we assume that the component functions L1, . . . , LN : R → R of L are directly
Riemann integrable, that is, each Li is Riemann integrable on finite closed intervals and

∞∑
k=0

sup
t∈[k,k+1]

|Li(t)| < ∞. (2.8)

We say that L is directly Riemann integrable if all of its component functions are. Finally,
we denote the cumulative distribution of M by

FM (x) =

 F11(x) · · · F1N (x)
... . . . ...

FN1(x) · · · FNN (x)

 =

 µ11([0, x]) · · · µ1N ([0, x])
... . . . ...

µN1([0, x]) · · · µNN ([0, x])
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for all x ⩾ 0 and the matrix E of first moments is

E =

 m11 · · · m1N
... . . . ...

mN1 · · · mNN

 =


∫ ∞

0 x dµ11(x) · · ·
∫ ∞

0 x dµ1N (x)
... . . . ...∫ ∞

0 x dµN1(x) · · ·
∫ ∞

0 x dµNN (x)

 .

The following result is [9, Theorem 4.3].

Theorem 2.3. Suppose that M is a matrix valued Radon measure as in (2.5) such that
the full measure matrix FM (∞) is irreducible and has spectral radius 1. If L : R → RN

is directly Riemann integrable such that L(x) = (0, . . . , 0) for all x < 0, then the
inhomogeneous convolution equation

f = f ∗ M + L,

has a unique continuous solution f = L ∗ U vanishing on (−∞, 0). Furthermore, the
solution satisfies the following two conditions:

(1) If GM = R, then

lim
x→∞

f(x) =
(∫ ∞

0
L1(t) dt, . . . ,

∫ ∞

0
LN (t) dt

)
A.

(2) If GM = ⟨{τ}⟩ for some τ > 0, then for each x > 0 it holds that

lim
n→∞

f(x + nτ) =
(∑

k∈Z
L1(x + kτ), . . . ,

∑
k∈Z

LN (x + kτ)
)

A,

where A = (v⊤Eu)−1uv⊤ and u, v are the unique normalized right and left 1-
eigenvectors of FM (∞) respectively.

We remark that, in the case GM = ⟨{τ}⟩, the result [9, Theorem 4.3] states that
limn→∞(L ∗ U)j(x + nτ) = ∑

k∈Z Lj(x − a1j + kτ) for all aij ∈ spt(µγ(1,j)), where γ(1, j)
is any path from 1 to j such that µγ(1,j) ≠ 0. By recalling (2.6), we see that a1j is an
integer multiple of τ , and the result improves immediately.

3. Strongly connected inhomogeneous graph-directed self-similar sets

In §3.1, we use the vector-valued renewal theorem to study the asymptotic behaviour
of the covering number of a strongly connected inhomogeneous graph-directed self-similar
set and prove the first main theorem, Theorem 1.1. The second main theorem, Theorem
1.2, is more straightforward and we prove it in §3.2.

3.1. Small condensation sets. We work in the setting of Mauldin-Williams graphs
introduced in §2.1. With a slight abuse of notation, we define

GM =
〈 ⋃

i∈V

∞⋃
n=1

{− log rγ : γ ∈ Γn
i,i}

〉
(3.1)

for all Mauldin-Williams graphs G. The abuse is justified as we will soon see that the
above definition agrees with (2.6).

To prove Theorem 1.1, the task is to verify that we are in the setting of the vector-
valued renewal theorem explained in §2.3 and then apply Theorem 2.3. We remark that if
G were a strongly connected Mauldin-Williams graph, then in the case GM = R, we could
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have also applied [8, Theorem 4]. We use the vector-valued renewal theorem to extend
the result to strongly connected inhomogeneous graphs. We also remark that [8, Theorem
4] does not cover the case GM = ⟨{τ}⟩.

We begin by examining the behavior of the covering function. Fix i ∈ V = {1, . . . , N}
and define L∗ = (L∗

1, . . . , L∗
N ) : R → RN by setting

L∗
i (t) =

∑
e∈Ei

Ne−t(Se(KC
t(e))) − Ne−t(KC

i ) (3.2)

for all t ∈ R. By (2.1), we see that

Ne−t(KC
i ) =

N∑
j=1

∑
e∈Eij

Ne−tSe(KC
j ) − L∗

i (t) =
N∑

j=1

∑
e∈Eij

Ne−tr−1
e

(KC
j ) − L∗

i (t)

for all t ∈ R. Let f∗ = (f∗
1 , . . . , f∗

N ) : R → RN be such that

f∗
j (t) = Ne−t(KC

j )e−s0t (3.3)

for all t ∈ R and j ∈ {1, . . . , N}. Observe that

f∗
j (t − log r−1

e )rs0
e = N

e−(t−log r−1
e )(KC

j )e−s0(t−log r−1
e )elog r

s0
e

= N
e−(t−log r−1

e )(KC
j )e−s0t

= Ne−tr−1
e

(KC
j )e−s0t

for all e ∈ Eij and hence,∑
e∈Eij

Ne−tr−1
e

(KC
j )e−s0t =

∑
e∈Eij

f∗
j (t − log r−1

e )rs0
e .

Furthermore,

f∗
i (t) = Ne−t(KC

i )e−s0t =
N∑

j=1

∑
e∈Eij

Ne−tr−1
e

(KC
j )e−s0t − L∗

i (t)e−s0t

=
N∑

j=1

∑
e∈Eij

f∗
j (t − log r−1

e )rs0
e − L∗

i (t)e−s0t

=
N∑

j=1
f∗

j ∗
( ∑

e∈Eij

rs0
e δlog r−1

e

)
(t) − L∗

i (t)e−s0t

(3.4)

for all t ∈ R, where δx is the Dirac measure at x ∈ R. Write µij = ∑
e∈Eij

rs0
e δlog r−1

e
for

all i, j ∈ {1, . . . , N} and let

M =

 µ11 · · · µN1
... . . . ...

µ1N · · · µNN

 (3.5)

be the corresponding matrix valued Radon measure. Then, by (3.4),

f∗(t) = (f∗ ∗ M)(t) − L∗(t)e−s0t (3.6)
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for all t ∈ R. Observe that FM (∞) = (As0
G )⊤ and hence, ρ(FM (∞)) = ρ(As0

G ) = 1. Recall
also that FM (∞) is irreducible if and only if G is strongly connected. Observe also that,
with the above choices, the closed subgroup GM defined in (3.1) is the same as the closed
subgroup defined in (2.6).

Before going into the proof of Theorem 1.1, we show the following estimate for L∗.

Lemma 3.1. Let (G, C) be a strongly connected inhomogeneous Mauldin-Williams graph
satisfying the SOSC with condensation sets (Ci)i∈{1,...,N} such that

∫ ∞
0 e−s0tNe−t(Ci) dt <

∞ for all i ∈ {1, . . . , N}, where s0 = s0(G) is as in (2.3). Then
∞∑

k=0
sup

t∈[k,k+1]
e−s0t|L∗

i (t)| < ∞

for all i ∈ {1, . . . , N}, where L∗
i is as in (3.2).

The proof of Lemma 3.1 relies on the covering number estimate for the neighborhood
of the boundary. Recall that if A, B ⊂ Rd and δ > 0, then the δ-neighborhood of A
is [A]δ = {x ∈ Rd : |x − y| ⩽ δ for some y ∈ A}, the distance between A and B is
dist(A, B) = inf{|x − y| : x ∈ A and y ∈ B}, and the distance between x ∈ Rd and A is
dist(x, A) = dist({x}, A).

Lemma 3.2. Let (G, C) be a strongly connected inhomogeneous Mauldin-Williams graph
satisfying the SOSC with open sets (Ui)i∈{1,...,N} and condensation sets (Ci)i∈{1,...,N} such
that

∫ ∞
0 e−s0tNe−t(Ci) dt < ∞ for all i ∈ {1, . . . , N}, where s0 = s0(G) is as in (2.3).

Then ∫ ∞

0
e−s0tNe−t(KC

i ∩ [∂Ui]e−t) dt < ∞

for all i ∈ {1, . . . , N}.

Proof. Since (G, C) satisfies the SOSC, for every i ∈ {1, . . . , N} there exists a point
x ∈ Ki ∩ Ui, which has a positive distance from the non-empty compact set ∂Ui. Hence,
for every i ∈ {1, . . . , N} there exist n0 ∈ N and γi ∈ Γn0

i such that x ∈ Sγi(Kt(γi)) ⊂
Sγi(Ut(γi)) and Sγi(Ut(γi)) ∩ ∂Ui = ∅. Write

R = min
i∈{1,...,N}

dist(∂Ui, Sγi(Ut(γi))) > 0.

Without loss of generality, we may assume that n0 is common for every i and maxγ∈En0 rγ <
R/ maxi∈{1,...,N} diam(Ui).

Let us define now Bq = (∑
Γn0

i,k
\{γi} rq

γ)i,k∈{1,...,N}, where q is the unique solution of
ρ(Bq) = 1. Since both Aq

G and Bq are both irreducible, the Perron-Frobenius theorem
implies

ρ(Bs0) < ρ((As0
G )n0) = ρ(As0

G ) = 1, (3.7)
and so q < s0. Moreover, let u, v ∈ RN with strictly positive entries be such that Bqu = u,
v⊤Bq = v⊤, and v⊤u = 1. Now, let

Me−t(i) = {γ ∈
∞⋃

m=1
Γmn0

i : rγR ⩽ e−t < rγ−R and

γ does not contain any of {γ1, . . . , γN }}
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and

Ne−t(i) = {γ ∈
∞⋃

m=1
Γmn0

i : rγR > e−t and

γ does not contain any of {γ1, . . . , γN }}

for all t > 0. Hence, by the definition of the vectors u and v and the choice of q,

#Me−t(i)e−tq

Rq
⩽ (min

i
viui · min

γ∈En0
rq

γ)−1 ∑
γ∈Me−t (i)

vi(γ)r
q
γut(γ)

= (min
i

viui · min
γ∈En0

rq
γ)−1.

(3.8)

Write C ′
i = ⋃n0−1

n=0
⋃

γ∈Γn
i

Sγ(Ct(γ)) and

Ci(e−t) =
⋃

γ∈Ne−t (i)
Sγ(C ′

t(γ))

for all t > 0. Observe that, by (2.4),

KC
i ⊂

∞⋃
m=0

⋃
γ∈Γmn0

i

{Sγ(C ′
t(γ)) : rγR > e−t} ∪ {Sγ(Ut(γ)) : rγR ⩽ e−t < rγ−R}.

We claim that

KC
i ∩ [∂Ui]e−t ⊂ Ci(e−t) ∪

⋃
γ∈Me−t (i)

Sγ(Ut(γ)). (3.9)

Indeed, if this was not the case, then there exist x ∈ KC
i ∩ [∂Ui]e−t and γ ∈

⋃∞
m=1 Γmn0

i
such that γ = γ′γiγ

′′ for some i ∈ {1, . . . , N} and x ∈ Sγ(C ′
t(γ)) with rγR > e−t or

x ∈ Sγ(Ut(γ)) with rγR ⩽ e−t < rγ−R. Then, by the SOSC,

e−t ⩾ dist(x, ∂Ui) ⩾ dist(Sγ(Ut(γ)), ∂Ui) ⩾ dist(Sγ(Ut(γ)), Sγ′(∂Ut(γ′)))
= rγ′ dist(Sγiγ′′(Ut(γ)), ∂Ut(γ′)) ⩾ Rrγ′ > e−t,

which, as Ci ⊂ Ui, is a contradiction.
Observe that, by q < s0 and the fact that all matrix norms are equivalent, we have

D =
∞∑

m=0

∑
γ∈Γmn0

i

{rs0
γ : γ does not contain any of {γ1, . . . , γN }} < ∞.
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Hence,∫ ∞

0
e−s0tNe−t(Ci(e−t))dt ⩽

∫ ∞

0

∑
γ∈Ne−t (i)

e−s0tNe−t/rγ
(C ′

t(γ)) dt

⩽
∑

γ∈
⋃∞

m=1 Γmn0
i

γ does not contain any of {γi}i∈V

∫ ∞

− log(rγR)
e−s0tNe−t/rγ

(C ′
t(γ)) dt

=
∑

γ∈
⋃∞

m=1 Γmn0
i

γ does not contain any of {γi}i∈V

rs0
γ

∫ ∞

− log(R)
e−s0tNe−t(C ′

t(γ)) dt

⩽ D · #
(n0−1⋃

n=0
Γn

i

)
· max

i∈V

∫ ∞

0
e−s0tNe−t(Ci) dt < ∞

(3.10)

Finally, by (3.9), (3.10), and the choice of n0 and (3.8), it is easy to see that∫ ∞

0
e−s0tNe−t(KC

i ∩ [∂Ui]e−t) dt ⩽
∫ ∞

0
e−s0t(Ne−t(Ci(e−t)) + #Me−t(i) · #En0) dt

⩽
∫ ∞

0
e−s0tNe−t(Ci(e−t)) dt + Rq · #En0

mini viui · minγ∈En0 rq
γ

∫ ∞

0
e(q−s0)t dt,

from which the claim follows. □

With Lemma 3.2 we can now prove Lemma 3.1.

Proof of Lemma 3.1. Let (Ui)i∈{1,...,N} be the list of non-empty bounded open sets given
by the SOSC. By the definition (3.2),

L∗
i (t) =

∑
e∈Ei

Ne−t(Se(KC
t(e))) − Ne−t(KC

i )

for all t ∈ R. Observe that
Ne−t(Se(KC

t(e))) ⩽ Ne−t(Se(KC
t(e)) \ [Se(∂Ut(e))]e−t/2)

+ Ne−t/2(Se(KC
t(e)) ∩ [Se(∂Ut(e))]e−t/2).

Indeed, one can cover the set Se(KC
t(e)) by first covering Se(KC

t(e)) \ [Se(∂Ut(e))]e−t/2 with
balls of radius e−t and then doubling the radius of balls in the cover of Se(KC

t(e)) ∩
[Se(∂Ut(e))]e−t/2, where balls have radius e−t/2.

On the other hand, since

dist(Se(KC
t(e)) \ [Se(∂Ut(e))]e−t/2, Se′(KC

t(e′)) \ [Se′(∂Ut(e′))]e−t/2) > e−t

whenever e, e′ ∈ Ei with e ̸= e′, one can see that

Ne−t(KC
i ) ⩾ Ne−t

( ⋃
e∈Ei

Se(KC
t(e)) \ [Se(∂Ut(e))]e−t/2

)
=

∑
e∈Ei

Ne−t(Se(KC
t(e)) \ [Se(∂Ut(e))]e−t/2).
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Therefore,
L∗

i (t) ⩽
∑

e∈Ei

Ne−t/2(Se(KC
t(e)) ∩ [Se(∂Ut(e))]e−t/2)

=
∑

e∈Ei

Ne−t/2(Se(KC
t(e)) ∩ Se([∂Ut(e)]r−1

e e−t/2))

=
∑

e∈Ei

Nr−1
e e−t/2(KC

t(e) ∩ [∂Ut(e)]r−1
e e−t/2)

(3.11)

for all t ⩾ 0. On the other hand,
L∗

i (t) =
∑

e∈Ei

Ne−t(Se(KC
t(e))) − Ne−t(KC

i )

=
∑

e∈Ei

Ne−t(Se(KC
t(e))) − Ne−t(

⋃
e∈Ei

Se(KC
t(e)) ∪ Ci)

⩾
∑

e∈Ei

Ne−t(Se(KC
t(e))) −

( ∑
e∈Ei

Ne−t(Se(KC
t(e))) + Ne−t(Ci)

)
= −Ne−t(Ci).

(3.12)

Combining of (3.11) and (3.12), it is enough to show for the maps t 7→ e−s0tNe−t(Ci)
and t 7→ e−s0tNe−t(KC

i ∩ [∂Ui]e−t) that
∞∑

k=0
sup

t∈[k,k+1]
e−s0tNe−t(Ci) < ∞ and

∞∑
k=0

sup
t∈[k,k+1]

e−s0tNe−t(KC
i ∩ [∂Ui]e−t) < ∞.

This follows from Lemma 3.2 and the assumption on the condensation sets together with
the fact that there exists a constant C > 0 such that

Ne−(t+τ)(A) ⩽ CNe−t(A)
for every t > 0, τ ∈ [0, 1], and every bounded A ⊂ Rd. □

Having Lemma 3.1 and Theorem 2.3 at our disposal, we are now ready to prove
Theorem 1.1.

Proof of Theorem 1.1. Recall the definitions of f∗
i and L∗

i from (3.3) and (3.2). By
(3.6), it is tempting to try to apply Theorem 2.3 with the functions t 7→ f∗

i (t) and t 7→
−L∗

i (t)e−s0t. Unfortunately, this does not work since the functions do not vanish for t < 0.
Therefore, let us define f = (f1, . . . , fN ) : R → RN and L = (L1, . . . , LN ) : R → RN by
setting

fi(t) =
{

f∗
i (t), if t ⩾ 0,

0, if t < 0,

and

Li(t) =
{

−L∗
i (t)e−ts0 + ∑N

j=1
∑

e∈Eij : t<log r−1
e

f∗
j (t − log re

−1)rs0
e , if t ⩾ 0,

0, if t < 0,

for all i ∈ {1, . . . , N}. Let us first show that f and L satisfy the inhomogeneous
convolution equation

f = f ∗ M + L, (3.13)
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where M is the matrix valued Radon measure defined in (3.5). If t < 0, then (3.13) holds
trivially. We may thus assume that t ⩾ 0. If i ∈ {1, . . . , N}, then

fi(t) = f∗
i (t) =

N∑
j=1

∑
e∈Eij

f∗
j (t − log r−1

e )rs0
e − L∗

i (t)e−ts0

=
N∑

j=1

∑
e∈Eij

fj(t − log r−1
e )rs0

e +
N∑

j=1

∑
e∈Eij : t<log r−1

e

f∗
j (t − log re

−1)rs0
e − L∗

i (t)e−ts0

=
N∑

j=1
(fj ∗ µi,j)(t) + Li(t),

where in the second equality we applied (3.4).
Let us then show that L is directly Riemann-integrable. Since each Li is bounded,

and continuous outside of a countable set, Li is Riemann integrable on every compact
interval. By the triangle inequality,

|Li(t)| ⩽ |L∗
i (t)|e−ts0 +

N∑
j=1

∑
e∈Eij : t<log r−1

e

f∗
j (t − log r−1

e )rs0
e (3.14)

for all t ⩾ 0. If t ⩾ maxe∈Ei log r−1
e , then the sum in the right-hand side of (3.14) is zero

and if 0 ⩽ t ⩽ maxe∈Ei log r−1
e , then the sum can have only a finite number of values.

Hence, the direct Riemann integrability of Li follows by Lemma 3.1.
Since L is directly Riemann integrable and f satisfies (3.13), we may apply Theorem 2.3

to get information on the limiting behavior of f∗
i defined in (3.3). Indeed, if GM = R,

then there exists a constant hi such that
lim

t→∞
f∗

i (t) = lim
t→∞

fi(t) = hi,

and if GM = ⟨{τ}⟩ for some τ > 0, then there exists a τ -periodic function hi : R → R
such that

lim
n→∞

f∗
i (x + nτ) = lim

n→∞
fi(x + nτ) = hi(x)

for every x ∈ [0, τ). It remains to show that hi > 0 and hi : R → [δ, ∞), respectively. But
this follows since, by Theorem 2.2 and (2.4),

0 < Hs0(Ki) ⩽ Hs0(KC
i ) ⩽ lim inf

t→∞
Ne−t(KC

i )e−ts0 = lim inf
t→∞

fi(t).

Hence, if GM = R, then the constant hi is positive, and if GM = ⟨{τ}⟩, then we may
choose δ = mini∈{1,...,N} infx∈[0,τ ] hi(x) > 0.

Finally, we show the claims for KC . Observe that
lim

t→∞
e−s0t(Ne−t(KC

i ) − Ne−t(KC
i \ [∂Ui]e−t)) = 0 (3.15)

for all i ∈ {1, . . . , N}. Indeed, since

Ne−t(KC
i \ [∂Ui]e−t) ⩽ Ne−t(KC

i ) ⩽ Ne−t(KC
i \ [∂Ui]e−t) + Ne−t(KC

i ∩ [∂Ui]e−t),
the equation (3.15) follows by applying Lemma 3.2. Let (tn)n∈N be a sequence of
positive real numbers converging to ∞ such that limn→∞ e−s0tnNe−tn (KC

i ) exists for all
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i ∈ {1, . . . , N}. It follows that

lim sup
n→∞

e−s0tnNe−t(KC) ⩽ lim sup
n→∞

N∑
i=1

e−s0tnNe−tn (KC
i ).

By (3.15) and the fact that dist(KC
i \ [∂Ui]e−t , KC

j \ [∂Uj ]e−t) > e−t whenever i ̸= j, we
also have

lim inf
n→∞

e−s0tnNe−tn (KC) ⩾ lim inf
n→∞

e−s0tnNe−tn

( N⋃
i=1

KC
i \ [∂Ui]e−tn

)

= lim inf
n→∞

N∑
i=1

e−s0tnNe−tn (KC
i \ [∂Ui]e−tn )

= lim inf
n→∞

N∑
i=1

e−s0tnNe−tn (KC
i ).

Therefore,

lim
n→∞

e−s0tnNe−t(KC) = lim
n→∞

N∑
i=1

e−s0tnNe−tn (KC
i ).

If GM = R, then this gives the claim, and if GM = ⟨{τ}⟩, the claim the follows by
choosing tn = nτ + y for all n ∈ N. □

3.2. A large condensation set. The remaining part of the paper is devoted to the
proof of Theorem 1.2. Let us assume that there exists i ∈ V = {1, . . . , N} such that∫ ∞

0 e−s0tNe−t(Ci) dt = ∞. Fix ρ < rmin = mine∈E re and notice that∫ ∞

0
e−s0tNe−t(Ci) dt = ∞ ⇔

∞∑
k=1

ρks0Nρk(Ci) = ∞. (3.16)

Let j ∈ {1, . . . , N} and write

Kk(j) = {γ ∈ Γ∗
j : rγ ⩽ ρk < rγ−}

for all k ∈ N. By the choice of ρ, we have Kk(j) ∩ Km(j) = ∅ whenever k ̸= m. Let As0
G

be the strongly irreducible matrix defined in §2.1. By the Perron-Frobenius theorem,
there exists vectors u, v ∈ RN with strictly positive entries such that

1⊤v = 1, v⊤u = 1, As0
G u = u, v⊤As0

G = v⊤.

Let us define a Markov measure on Γ as follows: for every n ∈ N and a finite path
γ = (e1, . . . , en) ∈ Γn let

µ([e1, . . . , en]) = vi(e1)r
s0
e1 · · · rs0

en
ut(en),

where [e1, . . . , en] = {γ ∈ Γ : γ|n = (e1, . . . , en)}, and extend it to a measure by
Kolmogorov’s extension theorem. Since Kk(j) forms a partition of Γj , we get∑

γ∈Kk(j)
µ([γ]) = vj ,

for every j ∈ {1, . . . , N} and k ∈ N.
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By the strong condensation open set condition, there exists δ > 0 such that for every
γ, γ′ ∈ Γ∗ with γ ̸= γ′ we have

dist(Sγ(Ct(γ)), Sγ′(Ct(γ′))) > δrγ∧γ′ ,

where we recall that γ ∧ γ′ is the common beginning of the paths γ and γ′. Since (G, C)
is strongly connected, there exists q ⩾ 1 such that for every j, ℓ ∈ V there exists a path
α(j, ℓ) of length q with initial vertex j and terminal vertex ℓ. Fix t > 0 and let k ⩾ 0 be
such that δrq

minρk > e−t ⩾ δrq
minρk+1. It follows that

dist(Sγ ◦ Sα(t(γ),i)(Ci), Sγ′ ◦ Sα(t(γ′),i)(Ci)) > e−t

for every γ, γ′ ∈
⋃k

ℓ=0 Kℓ(j) with γ ̸= γ′. Therefore, by recalling (2.4), we get that

e−s0tNe−t(KC
j ) ⩾ e−s0tNe−t

( ⋃
γ∈Γ∗

j

Sγ(Ct(γ))
)

⩾
k∑

ℓ=0

∑
γ∈Kℓ(j)

e−s0tNe−t(Sγ ◦ Sα(t(γ,i))(Ci))

=
k∑

ℓ=0

∑
γ∈Kℓ(j)

e−s0tNe−t/(rγrα(t(γ),i))(Ci).

Since δrq
minρk−ℓ+1 ⩽ e−t/(rγrα(t(γ),i)) ⩽ δρk−ℓ for every γ ∈ Kℓ(j), there exists a constant

C > 0 such that
k∑

ℓ=0

∑
γ∈Kℓ(j)

e−s0tNe−t/(rγrα(t(γ),i))(Ci) ⩾ C
k∑

ℓ=0

∑
γ∈Kℓ(j)

e−s0tNρk−ℓ(Ci)

= C
k∑

ℓ=0

∑
γ∈Kℓ(j)

rs0
γ

(e−t

rγ

)s0
Nρk−ℓ(Ci)

⩾ Cδs0rqs0
min

k∑
ℓ=0

∑
γ∈Kℓ(j)

rs0
γ ρ(k−ℓ)s0Nρk−ℓ(Ci)

⩾ Cδs0rqs0
min(max

i
viui)−1 min

i
vi ·

k∑
ℓ=0

ρ(k−ℓ)s0Nρk−ℓ(Ci) → ∞

as k → ∞ by (3.16), which completes the proof of Theorem 1.2.
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