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Abstract. The dimension theory of self-similar sets is quite well understood
in the cases when some separation conditions (open set condition or weak sep-
aration condition) or the so-called transversality condition hold. Otherwise the
study of the Hausdorff dimension is far from well understood. We investigate
the properties of the Hausdorff dimension of self-similar sets such that some
functions in the corresponding iterated function system share the same fixed
point. Then it is not possible to apply directly known techniques. In this paper
we are going to calculate the Hausdorff dimension for almost every contract-
ing parameters and calculate the proper dimensional Hausdorff measure of the
attractor.

1. Introduction and Statements

Let us denote the Hausdorff dimension of a compact subset Λ of R by dimH Λ,
and respectively denote the Box dimension by dimB Λ. For the definition and basic
properties of Hausdorff and Box dimension we refer the reader to [3] or [4].

Let {f0, . . . , fm−1} be a family of contracting similarity map such that
|fi(x)− fi(y)| = |λi||x− y| for all x, y and for some −1 < λi < 1. Then there exists
a unique, nonempty compact subset Λ of R which satisfies

Λ =

m−1⋃

i=0

fi(Λ)

We call this set Λ the attractor of the iterated function system (IFS) {f0(x), . . . , fm−1(x)}.
In this case we say that the attractor Λ (or the IFS itself) is self-similar.

It is well known that the Hausdorff dimension and the Box dimension of the
attractor is the unique solution of

m−1∑

i=0

|λi|s = 1, (1.1)

if the open set condition (OSC) holds, for precise details see for example [5]. Even if
the OSC does not hold, the solution of equation (1.1) is called similarity dimension
of the IFS. The similarity dimension is always an upper bound for the Hausdorff
dimension of the attractor, see [3]. In the case when the IFS has overlapping
structure, i.e. the open set condition does not hold, the Hausdorff dimension of the
attractor Λ of IFS {fi(x) = λix+ di}m−1

i=0 is

dimB Λ = dimH Λ = min {s, 1} for a.e. (d0, . . . , dm−1) ∈ R
m

where s is the unique solution of (1.1), see [10].
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Figure 1. The simplest example of IFS with some of the functions
share the same fixed point, considered in [2].
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Figure 2. a0 = Fix(f0) = Fix(g0), a2 = Fix(f2) = Fix(g2),
a3 = Fix(f3) = Fix(g3)

In [2] we considered the IFS {γx, λx, λx+ 1}, γ < λ on the real line. Let I be the
convex hull of the attractor Λ. See Figure 1 for the image of I by the functions of
this IFS. The problem of the computation of the dimension of this IFS was raised
by Pablo Shmerkin at the conference in Greifswald in 2008. The novelty of the
result obtained in [2] about the dimension of Λ was to tackle the difficulty which
comes from the fact that the first two maps have the same fixed point.

In this paper we consider an IFS S which does not satisfy the OSC, but we
can partition S into two disjoint subfamilies F ,G such that the first ”cylinders”
of F are disjoint and for every g ∈ G there exists exactly one f ∈ F such that
Fix(g) = Fix(f). For an example see Figure 2. More precisely,

Principal Assumptions:

(A1) S = F ∪ G
(A2) F = {fi(x) = λix+ ai(1− λi)}N−1

i=0 where 0 < λi < 1 and the fixed points
satisfy: a0 < a1 < · · · < aN−1.

(A3) Let I = [a0, aN−1] (the convex hull of the attractor). We require that
fi−1(I) < fi(I) that is

fi−1(aN−1) < fi(a0) for every i = 1, . . . , N − 1. (1.2)

(A4) We write I = {0, . . . , N − 1} and let J ⊆ I and G = {gi(x) = γix+ ai(1− γi)}i∈J
such that 0 < γi < λi for every i ∈ J .

Observe that for every i ∈ J , Fix(fi) = Fix(gi) = ai.
Denote γ ∈ (0, 1)♯J the vector of contraction ratios of G and λ ∈ (0, 1)N the

vector of contraction ratios of F . Moreover, let a ∈ R
N be the vector of fixed

points and denote the attractor of S by Λ.
The main theorem of this paper is an almost all type result about the dimension

of the attractor Λ, assuming that the contractions γi are sufficiently small compare
to the contraction ratios and the gaps of the first cylinders of the functions from
F .
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Theorem 1.1. Let S as in (A1)-(A4) then the attractor Λ of S satisfies that

dimB Λ = dimH Λ = min {1, s} , (1.3)

where s is the unique solution of

N−1∑

i=0

λsi +
∑

i∈J
γsi −

∑

i∈J
λsiγ

s
i = 1, (1.4)

for Lebesgue almost every γ in
{
γ : 0 < γi < min

{
λi,

2

(1 +
√
2)(α2

i λmax + 2)

}}
, (1.5)

where λmax = maxi {λi} and

αi =
max {aN−1 − ai, ai − a0}

min {fi+1 (a0)− ai, ai − fi−1 (an−1)}
for every i ∈ I.

Moreover L (Λ) > 0 for Lebesgue almost every γ such that γ satisfies (1.5) and
s > 1.

In the proof of Theorem 1.1 we are going to show that s is always an upper
bound for the Hausdorff and Box dimension. Moreover we will prove that the s
dimensional Hausdorff measure of the attractor is zero.

Theorem 1.2. Assume that S satisfies (A1)-(A4) and let s be the unique solution
of (1.4) then

Hs(Λ) = 0.

To prove the main result of this paper, Theorem 1.1, we are going to use the so-
called transversality method. Note, that our original system does not satisfy the
transversality condition (see later the precise arguments), but some well-chosen
subsystems of the sufficiently high iterations of S do so. To verify this we use two
methods of checking the transversality condition. One of them was introduced by
Simon, Solomyak and Urbański [11], [12] and the other one is due to [8], [9]. For
the convenience of the reader in Section 2 we summarize these methods.

In Section 3 we prove Theorem 1.1. This Section is decomposed into three
parts. In 3.1 we introduce some notations about the natural projections. In 3.2
we prove the transversality condition for the approximating subsystems and in 3.3
the Hausdorff dimension is calculated.

In Section 4 we prove our Theorem 1.2 about the Hausdorff measure of Λ. The
method of the proof is similar to that of [7, Theorem 1.1] obtained by a modification
of the Brandt, Graf method [1].

In Section 5 we show a higher dimensional application of Theorem 1.1. We
will calculate the Hausdorff and Box dimension of some overlapping diagonally
self-affine sets, for almost every contraction coefficients.

2. Transversality methods

First let us introduce the transversality condition for self-similar IFS on the
real line with d dimensional parameter-space. The definition corresponds to the
definition in [11],[12] which was introduced for much more general IFS.
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Let U be an open, bounded subset of Rd with smooth boundary and I a finite

set of symbols. Let Ψt =
{
ψ
t
i(x) = λi(t)x+ di(t)

}
i∈I

, where λi, di ∈ C1(U) and

0 < α ≤ λi(t) ≤ β < 1 for every i ∈ I and t ∈ U and for some α, β ∈ (0, 1). Let
Λt be the attractor of Ψt and πt is the natural projection from the symbolic space

Σ = IN to Λt. More precisely, for i = (i0i1 . . . ) ∈ Σ we write

πt(i) = lim
n→∞

ψ
t
i0
◦ ψt

i1
◦ · · · ◦ ψt

in
(0). (2.1)

It is well-known that the limit exists and independent of the base point 0. Moreover,
πt is a continuous, surjective function from Σ onto Λt. Denote σ the left-shift
operator on Σ. That is σ : (i0i1 . . . ) 7→ (i1i2 . . . ). It is easy to see that

πt(i) = ψ
t
i0
(πt(σi)).

Definition 2.1. We say that Ψt satisfies the transversality condition on an

open, bounded set U ⊂ R
d, if for any i, j ∈ Σ with i0 6= j0 there exists a constant

C = C(i0, j0) such that

Ld(t ∈ U : |πt(i)− πt(j)| ≤ r) ≤ Cr for every r > 0,

where Ld is the d dimensional Lebesgue measure.

In short, we say that there is transversality if the transversality condition holds.
This definition is equivalent to the ones given in e.g. [11], [12]. As a special case
of [11, Theorem 3.1] we obtain:

Theorem 2.2 (Simon, Solomyak, Urbański). Suppose that Ψt satisfies the trans-

versality condition on an open, bounded set U ⊂ R
d. Then

(1) dimH Λt = min {s(t), 1} for Lebesgue-a.e. t ∈ U ,
(2) L1(Λ

t) > 0 for Lebesgue-a.e. t ∈ U such that s(t) > 1,

where s(t) is the similarity dimension of Ψt. More precisely, s(t) satisfies the
equation ∑

i∈I
λi(t)

s(t) = 1. (2.2)

We can use the following Lemma to prove transversality which follows from [11,
Lemma 7.3].

Lemma 2.3. Let U ⊂ R
d be an open, bounded set with smooth boundary and

fi,j(t) = πt(i)− πt(j). If for every i, j ∈ Σ with i0 6= j0 and for every t0 ∈ U

fi,j(t0) = 0 ⇒ ‖gradtfi,j
∣∣
t=t0

‖ > 0 (2.3)

then there is transversality on any open subset V whose closure is contained in U .

There is an other Lemma which is useful to prove transversality by controlling
the double roots of infinite series. The proof of the Lemma below depends on
the so-called (∗)-functions which were introduced by Solomyak [13] and further
developed by Peres and Solomyak [8] and [9]. Although, the following Lemma was
not proved explicitly in [9] but one can easily see that a simple modification of the
proofs [9, Lemma 5.1], [9, Corollary 5.2] yields:
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Lemma 2.4. Let the function g : [0, 1) 7→ R be given in the following form:

g(x) = 1 +
∞∑

k=1

akx
k.

Let us suppose that a1 ∈ (−d, d) and for every k ≥ 2, ak ∈ (−b, b), where d, b > 0.
Then

g(x0) = 0 ⇒ g′(x0) < 0 for every x0 ∈
(
0,

1

1 +
√
b

)
.

3. Proof of Theorem 1.1

3.1. Natural Projection. Because of the special nature of the IFS S = F ∪
G under consideration, it is reasonable to modify the way as the elements of S
are labeled. Namely, we label the functions of S by pairs of integers like (i, κ),
where κ = 1 if the function is from F and κ = 2 when the function is from
G. In both cases i ∈ {0, . . . , N − 1}, where we recall that N was defined in our
Principal Assumptions as the cardinality of F . From now on we always write
I = {(0, 1), (1, 1), . . . , (N − 1, 1)} for N ≥ 2. According to this new notation the
contraction ratio and the fixed point of the functions from F are 0 < λ(i,1) < 1,
and a(i,1) ∈ R, (i, 1) ∈ I. That is

f(i,1)(x) = λ(i,1)x+ a(i,1)(1− λ(i,1)), (i, 1) ∈ I. (3.1)

Let J ⊆ {(0, 2), . . . , (N − 1, 2)} and denote N = {i : (i, 2) ∈ J }. Like above, the
contraction ratio and the fixed point of the functions from G are 0 < λ(i,2) < 1 and
a(i,2) ∈ R, (i, 2) ∈ J . That is

f(i,2)(x) = λ(i,2)x+ a(i,2)(1− λ(i,2)) for i ∈ N . (3.2)

So

F =
{
f(i,1)

}N−1

i=0
and G =

{
f(i,2)

}
i∈N .

According to our principal assumptions (A1)-(A4) in between the fixed points and
contraction ratios we have the following relations:

ai := a(i,1) = a(i,2) and 0 < λ(i,2) < λ(i,1) < 1 for every i ∈ N .

Moreover, by definition a0 < a1 < · · · < aN−1 and we also assumed that satisfies

f(i−1,1)(aN−1) < f(i,1)(a0), (3.3)

see (1.2). For simplicity denote λ1 the vector of contraction ratios of F and similarly
λ2 the vector of contraction ratios of G. We denote the attractor of S by Λ(λ, a),
where λ = λ1 × λ2 and the vector of the distinct fixed points of the functions of S
is a = (a0, . . . , aN−1). As usual we write

γk :=

m∏

i=1

γkii , k = (k1, . . . , km) ∈ N
m, γ ∈ R

m. (3.4)

The symbolic space is

Σ := (I ∪ J )N .

The the natural projection πλ,a from the symbolic space Σ to the attractor Λ is
defined exactly as in (2.1).
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For an i = ((i0, κ0)(i1, κ1)(i2, κ2) · · · ) ∈ Σ we write i(k) for the sequence of the
first k elements of i. In particular, i(0) is empty sequence. We denote the number

of (i, κ) ∈ I ∪ J in i(k) by ♯(i,κ)i(k). We form the vector ♯i(k) ∈ {0, . . . , k}♯I+♯J

♯i(k) :=
(
♯(0,1)i(k), ♯(1,1)i(k), . . . , ♯(N−1,1)i(k), ♯(minJ ,2)i(k), . . . , ♯(maxJ ,2)i(k)

)
.

Using the notation introduced in (3.4), clearly,

πλ,a(i) =

∞∑

k=0

aik(1− λ(ik,κk))λ
♯i(k). (3.5)

Equivalently,

πλ,a(i) = ai0 +

∞∑

k=0

(
aik+1

− aik
)
λ♯i(k+1). (3.6)

In this way only those elements of the some above have non-zero contribution for
which aik+1

6= aik . Now we partition the elements of i into blocks to rewrite the
natural projection. The block which consists the element (il, κl) is the maximal
subsequence of i satisfying (iu, κu) · · · (il, κl) · · · (iv, κv) such that u ≤ l ≤ v and
iu = · · · = il = · · · = iv . Therefore all functions which correspond to any symbols
in a block share the same fixed point.

We write bil for the l-th block and kil for the length of the l-th block. The length

of the first l blocks is denoted by pil, that is p
i
l =

∑l
j=0 k

i
j .

In this way the decomposition of i into blocks is as follows:

i = ((i0, κ0) · · · (iki0−1, κki0−1)︸ ︷︷ ︸
bi0

· · · (ipi
l
, κpi

l
) · · · (ipi

l
+ki

l+1−1, κpi
l
+ki

l+1−1)︸ ︷︷ ︸
bi
l+1

· · · )

or simply i = bi0b
i
1b

i
2 . . . . Let abi

l
be the common fixed point of all the functions

f(i,κ), where (i, κ) ∈ bil. That is

abi
l
:= ai

pi
l−1

= ai
pi
l−1

+1
= · · · = ai

pi
l−1

+ki
l
−1
.

For a block b = ((iu, κu), . . . , (iv , κv)) we define

fb := f(iu,κu) ◦ · · · ◦ f(iv,κv). (3.7)

By the notations above we have

πλ,a(i) = lim
l→∞

fbi0
◦ · · · ◦ fbil(0) = abi0

+
∑

l

(abil+1
− abil

)λ♯i(p
i
l). (3.8)

We define both the empty sum, and for every 0 < α < 1, α∞ as 0. Let us
assume about the first element (i0, κ0) of i that i0 ∈ N . To find the exponent of
λi0,2 we introduce a set Qi as follows: First for every l ≥ 0 we assign an integer
m(l) which is the total number of the appearances of (i0, 2) in the union of the first
l blocks. Observe we always assign the same m(l) to more than one consecutive l.
Among these, the smallest one is called rim and the biggest one is oim ≥ 1+ rim The
collection of the distinct integers m(l) assigned in this way to some l ≥ 0 is the set
Qi. That is

Qi =
{
m ≥ 0 : ∃l ≥ 0, m = ♯(i0,2)(p

i
l)
}
. (3.9)

and

oim = sup
{
l : ♯(i0,2)(p

i
l) = m

}
, rim = inf

{
l : ♯(i0,2)(p

i
l) = m

}
. (3.10)
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It is possible that omi = ∞. Now we partition the sum in (3.8) according to the
exponent of (i0, 2):

πλ,a(i) = abi0
+

∞∑

l=0

(abi
l+1

− abi
l
)λ♯i(p

i
l
)

= abi0
+
∑

m∈Qi

oim∑

l=rim

(abi
l+1

− abi
l
)λ♯i(p

i
l
)

= abi0
+
∑

m∈Qi

dmi λ
m
(i0,2)

, (3.11)

where

dmi =

oim∑

l=rim

(abi
l+1

− abi
l
)

λ♯i(p
i
l)

λ
♯(i0,2)i(p

i
l
)

(i0,2)

=

oim∑

l=rim

(abi
l+1

− abi
l
)
λ♯i(p

i
l)

λm(i0,2)
. (3.12)

Note that for l = rim, . . . , o
i
m the ratio λ♯i(pil)

λm
(i0,2)

is independent of λ(i0,2), by the

definition of m.

Lemma 3.1. Let i = ((i0, κ0)(i1, κ1) · · · ) ∈ Σ such that i0 ∈ N . Then for every
m ∈ Qi we have

|dmi | ≤ λ
♯i(pi

rim
)

λm(i0,2)
max {aN−1 − ai0 , ai0 − a0} . (3.13)

Moreover if 0 ∈ Qi then

|d0i | ≥ λ
ki0
(i0,1)

min
{
f(i0+1,1)(a0)− ai0 , ai0 − f(i0−1,1)(aN−1)

}
. (3.14)

Proof. The statement of the lemma follows easily from the following observation:

dmi =
λ
♯i(pi

rim
)

λm(i0,2)

(
fi(ai0)− ai0

)
, (3.15)

where i := (bi
rim+1

· · · bi
oim

) and using the notation of (3.7) we define

fi = fbi
rim+1

◦ · · · ◦ fbi
oim

.

To verify (3.15) we fix an i = ((i0, κ0)(i1, κ1) · · · ) ∈ Σ and m ∈ Qi. Using that
abi

oim+1

= abi
rim

= ai0 by definition we have

fi(ai0) = abi
rim+1

+

oim−1∑

l=rim+1

(abi
l+1

− abi
l
)λ

♯i(pil)−♯i(pi
rim

)
+ (abi

oim+1

− abi
oim

)λ
♯i(pi

oim
)−♯i(pi

rim
)

and

dmi =

oim∑

l=rim

(abil+1
− abil

)
λ♯i(p

i
l)

λm(i0,2)
=
λ
♯i(pi

rim
)

λm(i0,2)

(
fi(ai0)− abi

rim

)
.
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Which completes the proof of (3.15). Therefore

|dmi | ≤ λ
♯i(pi

rim
)

λm(i0,2)
max {aN−1 − ai0 , ai0 − a0} .

Now let us suppose that 0 ∈ Qi then ri0 = 0. Moreover bi0 contains only (i0, 1).
Then by |bi0| = ki0 we have

dmi = λ
ki0
(i0,1)

(
fi′(ai0)− ai0

)
,

where i′ = (bi1 · · · bioi0). By definition, bi1 does not contain elements from {(i0, 1), (i0, 2)}.
Then by (3.3) and λ(i,2) < λ(i,1) we have

|fi′(ai0)− ai0 | ≥ min
{
f(i0+1,1)(a0)− ai0 , ai0 − f(i0−1,1)(aN−1)

}

which completes the proof. �

3.2. Proof of transversality condition. Since, for every i ∈ N and every i, j ∈
{(i, 1), (i, 2)}N with (i, κ0) 6= (i, τ0) we have πλ,a(i) ≡ πλ,a(j) ≡ ai, the IFS S does
not satisfy transversality condition. The main tool of the paper is to prove that we
can find a series of suitable subsystems of S which satisfy the transversality and
well approximates the attractor of S (in terms of Hausdorff dimension). For k ≥ 2
let

Uk = I
⋃



k−2⋃

l=0

⋃

i∈J l

⋃

u∈N

N−1⋃

v=0,u 6=v

{i(u, 2)(v, 1)}


 . (3.16)

For a k ≥ 2 we define

Ψk =
{
fi
}
i∈Uk

. (3.17)

We prove in Lemma 3.2 below that for every k ≥ 2 the IFS Ψk satisfies transvers-
ality on a certain parameter domain Rε. Using this, in Proposition 3.4, we verify
that the transversality holds on a domain which approximates the parameter do-
main that appears in Theorem 1.1. First we introduce the corresponding notation.

Let us denote the attractor of Ψk by Λ
λ
k and the natural projection from Σk := UN

k

onto Λ
λ
k by π

λ
k . Denote the elements of Σk by i′ = (i0i1 · · · ).

Lemma 3.2. Let 0 < εi < λ(i,1) for every i = 0, . . . , N − 1. Then for every k ≥ 2
and every i′ = (i0i1 · · · ), j′ = (j

0
j
1
· · · ) ∈ Σk such that i0 6= j

0
∈ Uk,

π
λ̃
k (i

′) = π
λ̃
k (j

′) =⇒
∣∣∣∣∣

∂

∂λ(i,2)

(
π
λ
k (i

′)− π
λ
k (j

′)
)∣∣∣∣

λ=λ̃

∣∣∣∣∣ > 0, (3.18)

for some i and for every

λ̃2 ∈ Rε =
∏

i∈N


εi,min




λ(i,1),

1

1 +

√
λmaxαi

(
1 + αi

εi

)






 , (3.19)

if it exists, where λmax = maxi=0,...,N−1

{
λ(i,1)

}
and

αi =
max {aN−1 − ai, ai − a0}

min
{
f(i+1,1)(a0)− ai, ai − f(i−1,1)(aN−1)

} .
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To prove Lemma 3.2 we need the following Sublemma:

Sublemma 3.3. Let i, j finite length word of symbols such that

i =

k1︷ ︸︸ ︷
(i, 1) · · · (i, 1)(l1, κ1)

j =

k2︷ ︸︸ ︷
(i, 2) · · · (i, 2)(l2, κ2)

where l1, l2 6= i. If fi([a0, aN−1]) ∩ fj([a0, aN−1]) 6= ∅ then

λk2(i,2)

λk1(i,1)
≤ αi.

Proof. Since for every (i, 2) ∈ J , λ(i,2) < λ(i,1), we have that fi([a0, aN−1]) ∩
fj([a0, aN−1]) 6= ∅ implies

λk1(i,1)λ(l1,κ1)a0 + λk1(i,1)al1(1− λ(l1,κ1)) + ai(1− λk1(i,1)) ≤
λk2(i,2)λ(l2,κ2)aN−1 + λk2(i,2)al2(1− λ(l2,κ2)) + ai(1− λk2(i,2)),

λk2(i,2)λ(l2,κ2)a0 + λk2(i,2)al2(1− λ(l2,κ2)) + ai(1− λk2(i,2)) ≤
λk1(i,1)λ(l1,κ1)aN−1 + λk1(i,1)al1(1− λ(l1,κ1)) + ai(1− λk1(i,1)).

Using the fact that F satisfies (3.3), we have l1, l2 > i or l1, l2 < i. One can finish
the proof by some obvious algebraic manipulations. �

Proof of Lemma 3.2. Let 0 < εi < λ(i,1) and suppose that εi < λ(i,2) for every

i ∈ N . Let i′, j′ ∈ Σk such that i0 6= j
0
and π

λ
k (i

′) = π
λ
k (j

′). Divide i0 and j
0

into blocks such that i0 = (b
i0
0 · · · bi0l ) and j0 = (b

j
0
0 · · · bj0q ). By definition, a block

consists of such pairs which share the same first component. If u is the common

first element in the case of the block b
i0
0 and v for b

j
0
0 then applying (3.3) we obtain

that u = v. That is the first elements of all of the pairs that are contained either

in b
i0
0 or in b

j
0
0 are the same. First let us assume that both of i0 and j

0
begin with

(i, 2). Then by the definition of Uk (see (3.16)), b
i0
0 , b

j
0
0 contain only (i, 2). Since S

satisfies (3.3) we have that |bi00 | = |bj00 | = n. This implies that

0 = π
λ
k (i

′)− π
λ
k (j

′) = λn(i,2)

(
π
λ
k (i

′∗)− π
λ
k (j

′∗)
)

where the first element of i′∗ is (b
i0
1 · · · bi0l ) ∈ Σk and the first element of j′∗ is

(b
j
0
1 · · · bj0q ) ∈ Σk. Since λ(i,2) > εi, without loss of generality we can assume that

i0 = (i, 1) and b
j
0
0 contains only (i, 2) for an i ∈ N . Let us write i, j for the elements

of Σ = (I ∪ J )N that correspond to i′, j′ respectively. Then π
λ
k (i

′) ≡ πλ,a(i) and

π
λ
k (j

′) ≡ πλ,a(j).

If ♯(i,2)i(k
i
0) ≥ ♯(i,2)j(k

j
0) then by (3.3), πλ,a(i) 6= πλ,a(j) therefore without loss of

generality we assume that ♯(i,2)i(k
i
0) < ♯(i,2)j(k

j
0). Then

πλ,a(i)− πλ,a(j) = λ
♯(i,2)i(k

i
0)

(i,2)

(
πλ,a(i

∗)− πλ,a(j
∗)
)
,
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where

i∗ = (

♯(i,1)i(k
i
0)︷ ︸︸ ︷

(i, 1) · · · (i, 1) bi1 · · · ) and j∗ = (

♯(i,2)j(k
j
0)−♯(i,2)i(k

i
0)︷ ︸︸ ︷

(i, 2) · · · (i, 2) bj1b
j
2 · · · ).

Since λ(i,2) > εi > 0 it is enough to prove that

f(λ) = 0 =⇒ ‖gradf(λ)‖ > 0, (3.20)

where f(λ) = πλ,a(i
∗)− πλ,a(j

∗). Let m = minQj∗ then by (3.11) we have

f(λ) = d0i∗


1 +

∑

k∈Qi∗\{0}

dki∗

d0i∗
λk(i,2) −

∑

k∈Qj∗

dkj∗

d0i∗
λk(i,2)


 =

d0i∗


1 +

∑

k∈Qi∗\{0}

dki∗

d0i∗
λk(i,2) −

∑

k∈Qj∗

dkj∗λ
m
(i,2)

d0i∗λ(i,2)
λk−m+1
(i,2)


 .

Now we give upper bound for the absolute value of the coefficients. It is easy to
see by Lemma 3.1 and Sublemma 3.3 that

∣∣∣d
k
i∗

d0
i∗

∣∣∣ ≤ λmaxαi for every k ∈ Qi∗

i \ {0}∣∣∣
dm
j∗
λm
(i,2)

d0
i∗
λ(i,2)

∣∣∣ ≤ α2
i

εi
and∣∣∣∣

dk
j∗
λm
(i,2)

d0
i∗
λ(i,2)

∣∣∣∣ ≤ λmax
α2
i

εi
for every k ∈ Qj∗

i \ {m} .

Therefore absolute value of the coefficient of λ(i,2) is at most λmaxαi +
α2
i

εi
and the

absolute value of the coefficient of λk(i,2) for k ≥ 2 is at most λmaxαi + λmax
α2
i

εi
. If

f(λ̃) = 0 then

∂f

∂λ(i,2)
(λ) = d0i∗


 ∑

k∈Qi∗\{0}

dki∗

d0
i∗

kλk−1
(i,2) −

∑

k∈Qj∗

dkj∗λ
m
(i,2)

d0
i∗
λ(i,2)

(k −m+ 1)λk−m
(i,2)

−
∑

k∈Qj∗

(m− 1)
dkj∗λ

m−2
(i,2)

d0
i∗

λk−m+1
(i,2)


 ,

and by Lemma 2.4 we obtain that for λ(i,2) ∈


εi, 1

1+

√
λmaxαi

(
1+

αi
εi

)


 the following

inequality holds:

∑

k∈Qi∗\{0}

dki∗

d0i∗
kλk−1

(i,2) −
∑

k∈Qj∗

dkj∗λ
m
(i,2)

d0i∗λ(i,2)
(k −m+ 1)λk−m

(i,2) < 0. (3.21)

On the other hand, (3.15) yields that for suitable i′, j′ we have

dmj∗

d0i∗
=

λ
♯j(p

j

r
j
m

)

λm
(i,2)

(
fj′(ai)− ai

)

λ
ki

∗

0

(i,1)

(
fi′(ai)− ai

) .
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Let i′0 and j′0 be the first element of the first component of i′, j′. Then by (3.3),

i′0, j
′
0 > i or i′0, j

′
0 < i which implies that

dm
j∗

d0
i∗
> 0. Therefore by Lemma 3.1 we have

for λ(i,2) <
1

1+λmaxαi
that

∑

k∈Qj∗

(m− 1)
dkj∗λ

m−2
(i,2)

d0i∗
λk−m+1
(i,2) = (m− 1)

dmj∗

d0i∗
λm−1
(i,2)


1 +

∑

k∈Qj∗\{m}

dkj∗

dm
j∗
λk−m
(i,2)


 ≥

(m− 1)
dmj∗

d0i∗
λm−1
(i,2)

(
1−

∞∑

k=1

λmaxαiλ
k
(i,2)

)
≥ 0. (3.22)

Observe that 1

1+

√
λmaxαi

(
1+

αi
εi

) < 1
1+λmaxαi

holds for every 0 < εi < 1. Using this

(3.21) and (3.22) we have

f(λ̃) = 0 =⇒ ∂f

∂λ(i,2)
(λ̃) < 0

which was to be proved. �

Proposition 3.4. For every k ≥ 2, the IFS Ψk satisfies the transversality condition
on

λ2 ∈ TN (ξ) =
∏

i∈N
(ξ,min

{
λ(i,1),

2

(1 +
√
2)(α2

i λmax + 2)

}
− ξ) (3.23)

where ξ > 0 is arbitrary small and

αi =
max {aN−1 − ai, ai − a0}

min {fi+1 (a0)− ai, ai − fi−1 (aN−1)}
for i ∈ N .

Proof. Let

gi(x) =
1

1 +
√
λmaxαi

(
1 + αi

x

) .

We can extend gi onto [0,∞) as gi(0) = 0, which is a fixed point of gi. It is easy to
see by simple calculations that gi is strictly monotone increasing and has a unique
positive fixed point ε∗i .

Hence, we can cover the rectangle
∏

i∈N (0,min
{
λ(i,1), ε

∗
i

}
) by countable many

rectangles in the type Rε, see (3.19).
It follows from Lemma 3.2 that for every k ≥ 2 and i′, j′ ∈ Σk with i0 6= j

0
the

function π
λ
k (i

′)− π
λ
k (j

′) satisfies (2.3) on the rectangle
∏

i∈N (0,min
{
λ(i,1), ε

∗
i

}
).

Now we are going to prove that

2

(
√
2 + 1)(α2

i λmax + 2)
≤ ε∗i . (3.24)

To verify this, observe that

ε∗i =
2√

(α2
i λmax + 2)2 + 4(αiλmax − 1) + α2

i λmax + 2
.

If the second term under the square root is non-positive, that is if αiλmax ≤ 1 then
clearly (3.24) holds. Otherwise, αiλmax > 1. Then αi > 1. A simple calculation
yields: 4(αiλmax−1) ≤ (α2

i λmax+2)2 which follows that (3.24) holds. To complete
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the proof we apply Lemma 2.3 for the rectangle on the right hand side of (3.23)
with ξ = 0. �

3.3. Hausdorff dimension. Before we prove the theorems we have to introduce
a sequence of functions. For every k ≥ 2 we introduce the function hλ,k(s) which
is defined as the sum of the s-power of the contraction ratios of the IFS Ψk. That
is

hλ,k(s) =

N−1∑

i=0

λs(i,1) +

k−2∑

l=0

(
∑

i∈N
λs(i,2)

)l∑

i∈N

N−1∑

j=0,j 6=i

λs(i,2)λ
s
(j,1). (3.25)

Let sk(λ) be the unique solution of hλ,k(s) = 1. Therefore dimH Λ
λ
k ≤ min {1, sk(λ)},

where Λ
λ
k is the attractor of Ψk.

Since the sequence sk(λ) is monotone increasing and bounded, it is convergent.
It is easy to see by some algebraic manipulation that the limit of sk(λ) is the unique
solution of

N−1∑

i=0

λs(i,1) +
∑

i∈N
λs(i,2)

(
1− λs(i,1)

)
= 1.

This equation corresponds to (1.4).
Moreover, we need to introduce a sequence of subsets of Σ∗. Let

C1 = I = {(0, 1), . . . , (N − 1, 1)} (3.26)

and by induction let

Ck+1 =

N−1⋃

j=0

⋃

i∈Ck
{(j, 1)i} ∪

⋃

j∈N

⋃

i∈Ck
(i0,κ0)6=(j,1)

{(j, 2)i} . (3.27)

Then we can look at the elements of Ck either as certain sequences of length k of
symbols from I ∪ J or juxtapositions of at most k elements of Uk.

Lemma 3.5. Let s̃k(λ) be the unique solution of
∑

i∈Ck
λsi = 1,

and let s̃(λ) = supk s̃k(λ) then

dimH Λλ,a ≤ min {1, s̃(λ)} .
Moreover

Hs̃(λ)(Λλ,a) ≤ (aN−1 − a0)
s̃(λ)

Note that s̃k(λ) is bounded since Ck ⊂ (I ∪ J )k.

Proof. Using that for every i ∈ N
f(i,1) ◦ f(i,2) ≡ f(i,2) ◦ f(i,1),

and 0 < λ(i,2) < λ(i,1) < 1 we have that the set of closed intervals
{
fi([a0, aN−1])

}
i∈Ck



IFS WITH NON-DISTINCT FIXED POINTS 13

gives a cover of Λλ,a with diameter at most λkmax. Then

Hs̃(λ)

λk
max

(Λλ,a) ≤
∑

i∈Ck

∣∣fi([a0, aN−1])
∣∣s̃(λ) = (aN−1 − a0)

s̃(λ)
∑

i∈Ck
f ′i(0)

s̃(λ) ≤

(aN−1 − a0)
s̃(λ)

∑

i∈Ck
f ′i(0)

s̃k(λ)

︸ ︷︷ ︸
1

= (aN−1 − a0)
s̃(λ).

This proves the upper bound of the dimension and the measure claim of the Lemma.
�

Proof of Theorem 1.1. Let ξ > 0. By the definition of Ck we have that for every
k ≥ 1

Ck ⊂
k⋃

l=1

U l
k. (3.28)

As it was mentioned above, every i ∈ Ck can be decomposed as a juxtaposition
i = j

1
· · · j

r
, where each j

l
is in Uk and 1 ≤ r ≤ k. By using this fact and

Proposition 3.4 we have that the system Ψ̃k =
{
fi
}
i∈Ck satisfies transversality on

TN (ξ). By Theorem 2.2 we have

dimH Λ̃
λ
k = min {1, s̃k(λ)} for L-a.e. λ2 ∈ TN (ξ), (3.29)

where Λ̃
λ
k denotes the attractor of

{
fi
}
i∈Ck . Using (3.28)

dimH Λ̃
λ
k ≤ dimH Λ

λ
k .

Moreover by Proposition 3.4 and Theorem 2.2 we have

dimH Λ
λ
k = min {1, sk(λ)} for L-a.e. λ2 ∈ TN (ξ).

Since Λ̃
λ
k ,Λ

λ
k ⊆ Λλ,a for every k ≥ 2 by Lemma 3.5 we have

min {1, s̃k(λ)} ≤ min {1, sk(λ)} ≤ min {1, s̃(λ)} .
Since sk(λ) is strictly monotone increasing limk→∞ sk(λ) = supk sk(λ). This im-
plies that min {1, s(λ)} = min {1, s̃(λ)}, moreover

dimH Λλ,a = min {1, s(λ)} .
To complete the proof of the last assertion of Theorem 1.1 first observe that
whenever s(λ) > 1 then there exists a k ≥ 2 such that sk(λ) > 1. Therefore,

by Theorem 2.2 and Proposition 3.4, L
(
Λλ,a

)
≥ L

(
Λ
λ
k

)
> 0 for a.e. λ2 ∈

TN (ξ) ∩ {λ2 : s(λ) > 1}. Since ξ was arbitrary, this completes the proof. �

3.4. Example. To visualize the behavior of the vector of contracting ratios we
consider an easy example, where the functions of F are uniformly distributed with
uniform contracting ratio, that is

F = {fi(x) = λx+ i(1 − λ)}N−1
i=0 ,

where 0 < λ < 1
N
. Let us add to the system the following N functions:

G = {gi(x) = γix+ i(1 − γi)}N−1
i=0 .
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Figure 3. Transversality region for N = 5 fixed points

Note that the fixed point of both fi and gi is i, i = 0, . . . , N − 1. It is easy to see
that for every i = 1, . . . , N − 2

αi = αN−1−i =
max {N − 1− i, i}

min {1− (i+ 1)λ, 1 − (N − i)λ} and α0 = αN−1 =
N − 1

1− λ
,

where αi is as in Theorem 1.1. To satisfy the assumptions of Theorem 1.1 it is
enough to require that

0 < γi < min

{
λ,

2

(1 +
√
2)(α2

i λ+ 2)

}
(3.30)

holds for i = 0, . . . , N − 1. For example, when N = 5 then we can choose γi from
the appropriate shaded region of Figure 3. In general, first we observe that

αi ≤ α1 = αN−2 =
N − 2

1− (N − 1)λ
,

holds for every i = 0, . . . , N −1. So by (3.30) the assumptions of Theorem 1.1 hold
if we assume that

0 < γi < min




λ,

2

(1 +
√
2)

((
N−2

1−(N−1)λ

)2
λ+ 2

)




, 0 ≤ i ≤ N − 1. (3.31)

We know that 0 < λ must be smaller than 1/N . By (3.31) we obtain that whenever
λ < 0.4764/N holds then the assumptions of Theorem 1.1 are satisfied for γi < λ.

4. Hausdorff measure

To prove Theorem 1.2 we use the method of Bandt and Graf [1] in the line as it
was used by Peres, Simon and Solomyak, [7] with some modifications.

Without loss of generality we may assume that s(λ) ≤ 1. (Otherwise Hs(Λ) = 0
holds obviously.) Let us denote the local inverse of the left-shift operator σ on

Σ = (I ∪ J )N by σ−1
(i,κ). More precisely, for every i ∈ Σ let σ−1

(i,κ)i = (i, κ)i. Denote

σ−1
i := σ−1

(i0,κ0)
◦ · · · ◦ σ−1

(in,κn)
for an i ∈ Σ∗. Let

Σ̂ =

∞⋃

k=0

⋃

i∈(I∪J )k

{
σ−1
i J N

}
,
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which is the subset of Σ such that every i ∈ Σ̂ contains only finitely many symbols
of I. Then

Λλ,a = πλ,a

(
Σ̂
)⋃

πλ,a

(
Σ\Σ̂

)
.

Let

U∞ = I
⋃



∞⋃

l=0

⋃

i∈J l

⋃

i∈N

N−1⋃

j=0,j 6=i

{i(i, 2)(j, 1)}


 .

Cf. to (3.16) the definition of Uk.

Lemma 4.1.

πλ,a

(
Σ\Σ̂

)
⊆ πλ,a

(
UN

∞
)
.

Proof. For every i ∈ Σ\Σ̂ there are at most two possibilities, it contains finitely or
infinitely many blocks. If i contains an infinite length block (which is equivalent to
i contains finitely many blocks) then we can change in the last block every element
to a suitable i ∈ I without change the image by the natural projection.

The fact f(i,1) ◦ f(i,2) ≡ f(i,2) ◦ f(i,1) completes the proof. �

Since Hausdorff dimension of πλ,a

(
Σ̂
)

is equal to the Hausdorff dimension of

the attractor of G, which is the unique solution of
∑

i∈N λs(i,2) = 1, we have

Hs(λ)(Λλ,a) = Hs(λ)
(
πλ,a

(
UN

∞
))

. (4.1)

We say that i and j elements of U∗
∞ (the set of finite length symbols of U∞) are

incomparable if there are no η ∈ Σ̃∗
∞ such that i = jη or j = iη holds.

We define an outer measure. Let

µs(K) = inf

{
∑

k∈I
|Uk|s : open, K ⊆

⋃

k∈I
Uk

}
.

Lemma 4.2. For measurable K ⊆ πλ,a
(
UN
∞
)
, Hs(λ)(K) coincides with the outer

measure µs(λ)(K). Moreover,

Hs(λ)
(
fi

(
πλ,a

(
UN

∞
))

∩ fj
(
πλ,a

(
UN

∞
)))

= 0

for every i, j ∈ U∗
∞ such that i and j are incomparable.

The proof of this Lemma coincides with the proof of [1, Proposition 3].

Proof of Theorem 1.2. Without loss of generality we can assume that for every

i ∈ N the quotient
log λ(i,2)

log λ(i,1)
is irrational. Otherwise dimH Λλ,a < s(λ) trivially.

Let i = (i, 1) · · · (i, 1)(j, κ1) and j = (i, 2) · · · (i, 2)(j, κ2) such that ♯(i,1)(i) = k1,
♯(i,2)(j) = k2 and j 6= i. Then

f−1
i ◦ fj(x) =

λk2(i,2)

λk1(i,1)
x+

(
1−

λk2(i,2)

λk1(i,1)

)(
aj(1−

1

λ(i,1)
) +

ai
λ(i,1)

)
.

Therefore for every δ > 0 there exists i, j ∈ U∗
∞ incomparable words such that

sup
x∈[a(0,1),a(n−1,1)]

{∣∣∣x− f−1
i ◦ fj(x)

∣∣∣
}
< δ. (4.2)
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Indirectly, let us suppose that Hs(λ)(Λλ,a) > 0 and let ξ ∈ (1, 32 ). Since Λλ,a is
compact, there exists U1, . . . , Ul finite cover of Λλ,a such that

l∑

m=1

|Ul|s(λ) < ξHs(λ)(Λλ,a) = ξHs(λ)
(
πλ,a

(
UN

∞,n

))
(4.3)

by (4.1). Let

δ = inf

{
|a− x| : a ∈ Λλ,a, x /∈

l⋃

m=1

Um

}
≤ inf

{
|a− x| : a ∈ πλ,a

(
UN

∞
)
, x /∈

l⋃

m=1

Um

}
.

(4.4)
Let i, j ∈ U∗

∞ such that

sup
x∈[a0,aN−1]

{∣∣∣x− f−1
i ◦ fj(x)

∣∣∣
}
< δ

and
λ
k2
(i,2)

λ
k1
(i,1)

> 2− ξ. Therefore by (4.4) we have

f−1
i ◦ fj

(
πλ,a

(
UN

∞
))

⊆
l⋃

m=1

Um

and

fi

(
πλ,a

(
UN

∞
))⋃

fj

(
πλ,a

(
UN

∞
))

⊆ fi

(
l⋃

m=1

Um

)
.

So, we have by Lemma 4.2 that

Hs(λ)
(
fi

(
πλ,a

(
UN

∞
)))

+Hs(λ)
(
fj

(
πλ,a

(
UN

∞
)))

=

Hs(λ)
(
fi

(
πλ,a

(
UN

∞
))⋃

fj

(
πλ,a

(
UN

∞
)))

which is less than or equal to

l∑

m=1

|fi(Um)|s(λ) = λ
k1s(λ)
(i,1)

l∑

m=1

|Um|s(λ) < λ
k1s(λ)
(i,1) ξHs(λ)

(
πλ,a

(
UN

∞
))

In the last inequality we have used (4.3) and (4.1).
However, by the definition of Hausdorff measure,

Hs(λ)
(
fi

(
πλ,a

(
UN

∞
)))

+Hs(λ)
(
fj

(
πλ,a

(
UN

∞
)))

=

λ
k1s(λ)
(i,1) Hs(λ)

(
πλ,a

(
UN

∞
))

+ λ
k2s(λ)
(i,2) Hs(λ)

(
πλ,a

(
UN

∞
))

.

Since we assumed that Hs(λ)
(
Λλ,a

)
> 0 and by Lemma 3.5 Hs(λ)

(
Λλ,a

)
is finite,

by (4.1) we have 2− ξ < ξ − 1 which is a contradiction. �

5. Applications for higher dimensional self-affine sets

In this section we are going to show an application of the results for two dimen-
sional, diagonally self-affine iterated function systems.
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Figure 4. Diagonally self-affine fractals with fixed point correspondence

5.1. Overlapping self-affine sets. LetM = {0, . . . , N − 1} andN ⊆ {0, . . . , n− 1}.
Define the following diagonal matrices

λ
(i,1)

=

(
λ1(i,1) 0

0 λ2(i,1)

)
for i ∈ M

and

λ
(i,2)

=

(
λ1(i,2) 0

0 λ2(i,2)

)
for i ∈ N .

Let us suppose that

0 < λ2(i,1) ≤ λ1(i,1) < 1 for i ∈ M
0 < λ2(i,2) ≤ λ1(i,2) < λ1(i,1) < 1 for i ∈ N .

(5.1)

Let ai ∈ R
2 vectors for i ∈ M such that the IFS

{
λ1(i,1)x+ a1i (1− λ1(i,1))

}
i∈M

satisfies the strong separation condition. Let

G1 =
{
f(i,1)(x) = λ

(i,1)
x+ (I − λ

(i,1)
)ai

}
i∈M

(5.2)

and

G2 =
{
f(i,2)(x) = λ

(i,2)
x+ (I − λ

(i,2)
)ai

}
i∈N

, (5.3)

see Figure 4.

Theorem 5.1. Let G1 and G2 as in (5.2) and (5.3). Let us assume that (5.1)

holds. Moreover the IFS
{
hi(x) = λ1(i,1)x+ a1i (1− λ1(i,1))

}
i∈M

satisfies

hi−1(aN ) < hi(a0). (5.4)

If G1 ∪G2 satisfies

n−1∑

i=0

λ1(i,1) +
∑

i∈N
λ1(i,2) −

∑

i∈N
λ1(i,2)λ

1
(i,1) < 1 (5.5)
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then

dimH Λ = s Lebesgue-a.e. 0 < λ1(i,2) < min

{
λ1(i,1),

2

(
√
2 + 1)(α2

i λ
1
max + 2)

}
,

(5.6)
where Λ denotes the attractor of G1 ∪G2, λ

1
max = maxi∈M

{
λ1i
}
and

αi =
max

{
a1N−1 − a1i , a

1
i − a10

}

min
{
hi+1(a10)− a1i , a

1
i − hi−1(a1N−1)

}

and s is the unique solution of

n∑

i=0

(
λ1(i,1)

)s
+
∑

i∈N

(
λ1(i,2)

)s
−
∑

i∈N

(
λ1(i,2)λ

1
(i,1)

)s
= 1. (5.7)

Proof. First, we prove the upper bound. Let Ck as in (3.26) and (3.27). Let

ri =
∏

i∈M
(
λ1(i,1)

)♯(i,1)i∏
i∈N

(
λ1(i,2)

)♯(i,2)i
for every finite length word i of symbols

from I ∪ J . Using (5.1) and the fact that i ∈ N , f(i,1) ◦ f(i,2) ≡ f(i,2) ◦ f(i,1), it is
easy to see that the attractor Λ can be covered by cubes with side length ri, i ∈ Σ∗.
The proof of the claim that

dimH Λ ≤ s

can be carried out in the same way as it was done in the proof of Lemma 3.5.
Further, it immediately follows from (5.5) that s < 1.

Denote projx the projection onto the x axis. Then dimH projxΛ ≤ dimH Λ.
However, by using Theorem 1.1 we have dimH projxΛ = s for Lebesgue-a.e. λ1(i,2) ∈
(0,min

{
λ1(i,1),

2
(
√
2+1)(α2

i λ
1
max+2)

}
). This completes the proof. �
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[11] K. Simon, B. Solomyak and M. Urbański, Hausdorff dimension of limit sets for parabolic IFS
with overlaps, Pacific J. Math., 201, no. 2, (2001), 441–478.
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Balázs Bárány, Department of Stochastics, Institute of Mathematics, Technical

University of Budapest, 1521 Budapest, P.O.Box 91, Hungary

E-mail address: balubsheep@gmail.com


