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## CHAPTER 1

## Brownian Motion

## 1. Motivation - Intersection of Brownian paths

Consider a number of Brownian motion paths started at different points. Say that they intersect if there is a point which lies on all of the paths. Do the paths intersect? The answer to this question depends on the dimension:

- In $\mathbf{R}^{2}$, any finite number of paths intersect with positive probability (this is a theorem of Dvoretsky, Erdős, Kakutani in the 1950's),
- In $\mathbf{R}^{3}$, two paths intersect with positive probability, but not three (this is a theorem of Dvoretsky, Erdős, Kakutani and Taylor, 1957),
- In $\mathbf{R}^{d}$ for $d \geq 4$, no pair of paths intersect with positive probability.

The principle we will use to establish these results is intersection equivalence between Brownian motion and certain random Cantor-type sets. Here we will introduce the concept for $\mathbb{R}^{3}$ only. Partition the cube $[0,1]^{3}$ in eight congruent sub-cubes, and keep each of the sub-cubes with probability $\frac{1}{2}$. For each cube that remained at the end of this stage, partition it into eight sub-cubes, keeping each of them with probability $\frac{1}{2}$, and so on. Let $Q\left(3, \frac{1}{2}\right)$ denote the limiting set - that is, the intersection of the cubes remaining at all steps. This set is not empty with positive probability, since, if we consider that the remaining subcubes of a given cube as its "children" in a branching process, then the expected number of offsprings is four, so this process has positive probability not to die out.

One can prove that, there exist two positive constants $C_{1}, C_{2}$ such that, if $\Lambda$ is a closed subset of $[0,1]^{3}$, and $\left\{B_{t}\right\}$ is a Brownian motion started at a point uniformly chosen in $[0,1]^{3}$, then:

$$
C_{1} \mathbf{P}\left(Q\left(3, \frac{1}{2}\right) \cap \Lambda \neq \emptyset\right) \leq \mathbf{P}\left(\exists t \geq 0 \quad B_{t} \in \Lambda\right) \leq C_{2} \mathbf{P}\left(Q\left(3, \frac{1}{2}\right) \cap \Lambda \neq \emptyset\right)
$$

The motivation is that, though the intersection of two independent Brownian paths is a complicated object, the intersection of two sets of the form $Q\left(3, \frac{1}{2}\right)$ is a set of the same kind-namely, $Q\left(3, \frac{1}{4}\right)$. The previously described branching process dies out as soon as we intersect more than two of these Cantor-type sets-hence the result about intersection of paths in $\mathbb{R}^{3}$.

## 2. Gaussian random variables

Brownian motion is at the meeting point of the most important categories of stochastic processes: it is a martingale, a strong Markov process, a process with independent and stationary increments, and a Gaussian process. We will construct Brownian motion as a specific Gaussian process. We start with the definitions of Gaussian random variables:

Definition 2.1. A real-valued random variable $X$ on a probability space $(\Omega, \mathcal{F}, \mathbf{P})$ has a standard Gaussian (or standard normal) distribution if

$$
\mathbf{P}(X>x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{+\infty} e^{-u^{2} / 2} d u
$$

A vector-valued random variable $X$ has an $\mathbf{n}$-dimensional standard Gaussian distribution if its $n$ coordinates are standard Gaussian and independent.

A vector-valued random variable $Y: \Omega \rightarrow \mathbf{R}^{p}$ is Gaussian if there exists a vectorvalued random variable $X$ having an $n$-dimensional standard Gaussian distribution, a $p \times n$ matrix $A$ and a $p$-dimensional vector $b$ such that:

$$
\begin{equation*}
Y=A X+b \tag{2.1}
\end{equation*}
$$

We are now ready to define the Gaussian processes.
Definition 2.2. A stochastic process $\left(X_{t}\right)_{t \in I}$ is said to be a Gaussian process if for all $k$ and $t_{1}, \ldots, t_{k} \in I$ the vector $\left(X_{t_{1}}, \ldots, X_{t_{k}}\right)^{t}$ is Gaussian.

Recall that the covariance matrix of a random vector is defined as

$$
\operatorname{Cov}(Y)=\mathbb{E}\left[(Y-\mathbb{E} Y)(Y-\mathbb{E} Y)^{t}\right]
$$

Then, by the linearity of expectation, the Gaussian vector $Y$ in (2.1) has

$$
\operatorname{Cov}(Y)=A A^{t} .
$$

Recall that an $n \times n$ matrix $A$ is said to be orthogonal if $A A^{t}=I_{n}$. The following lemma shows that the distribution of a Gaussian vector is determined by its mean and covariance.

Lemma 2.3.
(i) If $\Theta$ is an orthogonal $n \times n$ matrix and $X$ is an $n$-dimensional standard Gaussian vector, then $\Theta X$ is also an n-dimensional standard Gaussian vector.
(ii) If $Y$ and $Z$ are Gaussian vectors in $\mathbb{R}^{n}$ such that $\mathbb{E} Y=\mathbb{E} Z$ and $\operatorname{Cov}(Y)=\operatorname{Cov}(Z)$, then $Y$ and $Z$ have the same distribution.

Proof.
(i) As the coordinates of $X$ are independent standard Gaussian, $X$ has density given by:

$$
f(x)=(2 \pi)^{-\frac{n}{2}} e^{-\|x\|^{2} / 2}
$$

where $\|\cdot\|$ denotes the Euclidean norm. Since $\Theta$ preserves this norm, the density of $X$ is invariant under $\Theta$.
(ii) It is sufficient to consider the case when $\mathbb{E} Y=\mathbb{E} Z=0$. Then, using Definition 2.1, there exist standard Gaussian vectors $X_{1}, X_{2}$ and matrices $A, C$ so that

$$
Y=A X_{1} \quad \text { and } \quad Z=C X_{2} .
$$

By adding some columns of zeroes to $A$ or $C$ if necessary, we can assume that $X_{1}, X_{2}$ are both $k$-vectors for some $k$ and $A, C$ are both $n \times k$ matrices.

Let $\mathcal{A}, \mathcal{C}$ denote the vector spaces generated by the row vectors of $A$ and $C$, respectively. To simplify notations, assume without loss of generality that the first $\ell$ row vectors of $A$
form a basis for the space $\mathcal{A}$. For any matrix $M$ let $M_{i}$ denote the $i$ th row vector of $M$, and define the linear map $\Theta$ from $\mathcal{A}$ to $\mathcal{C}$ by

$$
A_{i} \Theta=C_{i} \quad \text { for } i=1, \ldots, \ell
$$

We want to check that $\Theta$ is an isomorphism. Assume that there is a vector $v_{1} A_{1}+\cdots+v_{\ell} A_{\ell}$ whose image is 0 . Then the $k$-vector $v=\left(v_{1}, v_{2}, \ldots, v_{\ell}, 0, \ldots, 0\right)$ satisfies $v^{t} C=0$, and so $\left\|v^{t} A\right\|^{2}=v^{t} A A^{t} v=v^{t} C C^{t} v=0$, giving $v^{t} A=0$. This shows that $\Theta$ is one-to-one, in particular $\operatorname{dim} \mathcal{A} \leq \operatorname{dim} \mathcal{C}$. By symmetry $\mathcal{A}$ and $\mathcal{C}$ must have the same dimension, so $\Theta$ is an isomorphism.

As the coefficient $(i, j)$ of the matrix $A A^{t}$ is the scalar product of $A_{i}$ and $A_{j}$, the identity $A A^{t}=C C^{t}$ implies that $\Theta$ is an orthogonal transformation from $\mathcal{A}$ to $\mathcal{C}$. We can extend it to map the orthocomplement of $\mathcal{A}$ to the orthocomplement of $\mathcal{C}$ orthogonally, getting an orthogonal map $\Theta: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$. Then

$$
Y=A X_{1}, \quad Z=C X_{2}=A \Theta X_{2}
$$

and (ii) follows from (i).
Thus, the first two moments of a Gaussian vector are sufficient to characterize its distribution, hence the introduction of the notation $\mathcal{N}(\mu, \Sigma)$ to designate the normal distribution with expectation $\mu$ and covariance matrix $\Sigma$. A useful corollary of this lemma is:

Corollary 2.4. Let $Z_{1}, Z_{2}$ be independent $\mathcal{N}\left(0, \sigma^{2}\right)$ random variables. Then $Z_{1}+Z_{2}$ and $Z_{1}-Z_{2}$ are two independent random variables having the same distribution $\mathcal{N}\left(0,2 \sigma^{2}\right)$.

Proof. $\sigma^{-1}\left(Z_{1}, Z_{2}\right)$ is a standard Gaussian vector, and so, if:

$$
\Theta=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

then $\Theta$ is an orthogonal matrix such that

$$
(\sqrt{2} \sigma)^{-1}\left(Z_{1}+Z_{2}, Z_{1}-Z_{2}\right)^{t}=\Theta \sigma^{-1}\left(Z_{1}, Z_{2}\right)^{t}
$$

and our claim follows from part (i) of the Lemma.
As a conclusion of this section, we state the following tail estimate for the standard Gaussian distribution:

Lemma 2.5. Let $Z$ be distributed as $\mathcal{N}(0,1)$. Then for all $x \geq 0$ :

$$
\frac{x}{x^{2}+1} \frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} \leq \mathbf{P}(Z>x) \leq \frac{1}{x} \frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}
$$

Proof. The right inequality is obtained by the estimate:

$$
\mathbb{P}(Z>x) \leq \int_{x}^{+\infty} \frac{u}{x} \frac{1}{\sqrt{2 \pi}} e^{-u^{2} / 2} d u
$$

since, in the integral, $u \geq x$. The left inequality is proved as follows: Let us define

$$
f(x):=x e^{-x^{2} / 2}-\left(x^{2}+1\right) \int_{x}^{+\infty} e^{-u^{2} / 2} d u
$$

We remark that $f(0)<0$ and $\lim _{x \rightarrow+\infty} f(x)=0$. Moreover,

$$
\begin{aligned}
f^{\prime}(x) & =\left(1-x^{2}+x^{2}+1\right) e^{-x^{2} / 2}-2 x \int_{x}^{+\infty} e^{-u^{2} / 2} d u \\
& =-2 x\left(\int_{x}^{+\infty} e^{-u^{2} / 2} d u-\frac{1}{x} e^{-x^{2} / 2}\right)
\end{aligned}
$$

so the right inequality implies $f^{\prime}(x) \geq 0$ for all $x \geq 0$. This implies $f(x) \leq 0$, proving the lemma.

## 3. Lévy's construction of Brownian motion

3.1. Definition. Standard Brownian motion on an interval $I=[0, a]$ or $I=[0, \infty)$ is defined by the following properties:

Definition 3.1. A real-valued stochastic process $\left\{B_{t}\right\}_{t \in I}$ is a standard Brownian motion if it is a Gaussian process such that:
(i) $B_{0}=0$,
(ii) $\forall k$ natural and $\forall t_{1}<\ldots<t_{k}$ in $I: B_{t_{k}}-B_{t_{k-1}}, \ldots, B_{t_{2}}-B_{t_{1}}$ are independent,
(iii) $\forall t, s \in I$ with $t<s \quad B_{s}-B_{t}$ has $\mathcal{N}(0, s-t)$ distribution.
(iv) Almost surely, $t \mapsto B_{t}$ is continuous on $I$.

As a corollary of this definition, one can already remark that for all $t, s \in I$ :

$$
\operatorname{Cov}\left(B_{t}, B_{s}\right)=s \wedge t
$$

Indeed, assume that $t \geq s$. Then $\operatorname{Cov}\left(B_{t}, B_{s}\right)=\operatorname{Cov}\left(B_{t}-B_{s}, B_{s}\right)+\operatorname{Cov}\left(B_{s}, B_{s}\right)$ by bilinearity of the covariance. The first term vanishes by the independence of increments, and the second term equals $s$ by properties (iii) and (i). Thus by Lemma 2.3 we may replace properties (ii) and (iii) in the definition by:

- For all $t, s \in I, \operatorname{Cov}\left(B_{t}, B_{s}\right)=t \wedge s$.
- For all $t \in I, B_{t}$ has $\mathcal{N}(0, t)$ distribution. or by:
- For all $t, s \in I$ with $t<s, B_{t}-B_{s}$ and $B_{s}$ are independent.
- For all $t \in I, B_{t}$ has $\mathcal{N}(0, t)$ distribution.

Kolmogorov's extension theorem implies the existence of any countable time set stochastic process $\left\{X_{t}\right\}$ if we know its finite-dimensional distributions and they are consistent. Thus, standard Brownian motion could be easily constructed on any countable time set. However knowing finite dimensional distributions is not sufficient to get continuous paths, as the following example shows.

Example 3.2. Suppose that standard Brownian motion $\left\{B_{t}\right\}$ on $[0,1]$ has been constructed, and consider an independent random variable $U$ uniformly distributed on $[0,1]$. Define:

$$
\tilde{B}_{t}= \begin{cases}B_{t} & \text { if } t \neq U \\ 0 & \text { otherwise }\end{cases}
$$

The finite-dimensional distributions of $\left\{\tilde{B}_{t}\right\}$ are the same as the ones of $\left\{B_{t}\right\}$. However, the process $\left\{\tilde{B}_{t}\right\}$ has almost surely discontinuous paths.

In measure theory, one often identifies functions with their equivalence class for almosteverywhere equality. As the above example shows, it is important not to make this identification in the study of continuous-time stochastic processes. Here we want to define a probability measure on the set of continuous functions.
3.2. Construction. The following construction, due to Paul Lévy, consist of choosing the "right" values for the Brownian motion at each dyadic point of $[0,1]$ and then interpolating linearly between these values. This construction is inductive, and, at each step, a process is constructed, that has continuous paths. Brownian motion is then the uniform limit of these processes-hence its continuity. We will use the following basic lemma. The proof can be found, for instance, in Durrett (1995).

Lemma 3.3 (Borel-Cantelli). Let $\left\{A_{i}\right\}_{i=0, \ldots, \infty}$ be a sequence of events, and let

$$
\left\{A_{i} \text { i.o. }\right\}=\limsup _{i \rightarrow \infty} A_{i}=\bigcap_{i=0}^{\infty} \bigcup_{j=i}^{\infty} A_{j},
$$

where "i.o." abbreviates"infinitely often".
(i) If $\sum_{i=0}^{\infty} \mathbf{P}\left(A_{i}\right)<\infty$, then $\mathbf{P}\left(A_{i}\right.$ i.o. $)=0$.
(ii) If $\left\{A_{i}\right\}$ are pairwise independent, and $\sum_{i=0}^{\infty} \mathbf{P}\left(A_{i}\right)=\infty$, then $\mathbf{P}\left(A_{i}\right.$ i.o. $)=1$.

Theorem 3.4 (Wiener 1923). Standard Brownian motion on $[0, \infty)$ exists.
Proof. (Lévy 1948)
We first construct standard Brownian motion on $[0,1]$. For $n \geq 0$, let $D_{n}=\left\{k / 2^{n}: 0 \leq\right.$ $\left.k \leq 2^{n}\right\}$, and let $D=\bigcup D_{n}$. Let $\left\{Z_{d}\right\}_{d \in D}$ be a collection of independent $\mathcal{N}(0,1)$ random variables. We will first construct the values of $B$ on $D$. Set $B_{0}=0$, and $B_{1}=Z_{1}$. In an inductive construction, for each $n$ we will construct $B_{d}$ for all $d \in D_{n}$ so that
(i) For all $r<s<t$ in $D_{n}$, the increment $B_{t}-B_{s}$ has $\mathcal{N}(0, t-s)$ distribution and is independent of $B_{s}-B_{r}$.
(ii) $B_{d}$ for $d \in D_{n}$ are globally independent of the $Z_{d}$ for $d \in D \backslash D_{n}$.

These assertions hold for $n=0$. Suppose that they hold for $n-1$. Define, for all $d \in D_{n} \backslash D_{n-1}$, a random variable $B_{d}$ by

$$
\begin{equation*}
B_{d}=\frac{B_{d^{-}}+B_{d^{+}}}{2}+\frac{Z_{d}}{2^{(n+1) / 2}} \tag{3.1}
\end{equation*}
$$

where $d^{+}=d+2^{-n}$, and $d^{-}=d-2^{-n}$, and both are in $D_{n-1}$. Since $\frac{1}{2}\left[B_{d^{+}}-B_{d^{-}}\right]$is $\mathcal{N}\left(0,1 / 2^{n+1}\right)$ by induction, and $Z_{d} / 2^{(n+1) / 2}$ is an independent $\mathcal{N}\left(0,1 / 2^{n+1}\right)$, their sum and their difference, $B_{d}-B_{d-}$ and $B_{d+}-B_{d}$ are both $\mathcal{N}\left(0,1 / 2^{n}\right)$ and independent by Corollary 2.4. Assertion (i) follows from this and the inductive hypothesis, and (ii) is clear.

Having thus chosen the values of the process on $D$, we now "interpolate" between them. Formally, let $F_{0}(x)=x Z_{1}$, and for $n \geq 1$, let let us introduce the function:

$$
F_{n}(x)= \begin{cases}2^{-(n+1) / 2} Z_{x} & \text { for } x \in D_{n} \backslash D_{n-1},  \tag{3.2}\\ 0 & \text { for } x \in D_{n-1}, \\ \text { linear } & \text { between consecutive points in } D_{n} .\end{cases}
$$

These functions are continuous on $[0,1]$, and for all $n$ and $d \in D_{n}$

$$
\begin{equation*}
B_{d}=\sum_{i=0}^{n} F_{i}(d)=\sum_{i=0}^{\infty} F_{i}(d) . \tag{3.3}
\end{equation*}
$$

This can be seen by induction. Suppose that it holds for $n-1$. Let $d \in D_{n}-D_{n-1}$. Since for $0 \leq i \leq n-1 F_{i}$ is linear on $\left[d^{-}, d^{+}\right]$, we get

$$
\begin{equation*}
\sum_{i=0}^{n-1} F_{i}(d)=\sum_{i=1}^{n-1} \frac{F_{i}\left(d^{-}\right)+F_{i}\left(d^{+}\right)}{2}=\frac{B_{d^{-}}+B_{d^{+}}}{2} \tag{3.4}
\end{equation*}
$$

Since $F_{n}(d)=2^{-(n+1) / 2} Z_{d}$, comparing (3.1) and (3.4) gives (3.3).
On the other hand, we have, by definition of $Z_{d}$ and by Lemma 2.5 :

$$
\mathbb{P}\left(\left|Z_{d}\right| \geq c \sqrt{n}\right) \leq \exp \left(-\frac{c^{2} n}{2}\right)
$$

for $n$ large enough, so the series $\sum_{n=0}^{\infty} \sum_{d \in D_{n}} \mathbb{P}\left(\left|Z_{d}\right| \geq c \sqrt{n}\right)$ converges as soon as $c>$ $\sqrt{2 \log 2}$. Fix such a $c$. By the Borel-Cantelli Lemma 3.3 we conclude that there exists a random but finite $N$ so that for all $n>N$ and $d \in D_{n}$ we have $\left|Z_{d}\right|<c \sqrt{n}$, and so:

$$
\begin{equation*}
\left\|F_{n}\right\|_{\infty}<c \sqrt{n} 2^{-n / 2} \tag{3.5}
\end{equation*}
$$

This upper bound implies that the series $\sum_{n=0}^{\infty} F_{n}(t)$ is uniformly convergent on $[0,1]$, and so it has a continuous limit, which we call $\left\{B_{t}\right\}$. All we have to check is that the increments of this process have the right finite-dimensional joint distributions. This is a direct consequence of the density of the set $D$ in $[0,1]$ and the continuity of paths. Indeed, let $t_{1}>t_{2}>t_{3}$ be in $[0,1]$, then they are limits of sequences $t_{1, n}, t_{2, n}$ and $t_{3, n}$ in $D$, respectively. Now

$$
B_{t_{3}}-B_{t_{2}}=\lim _{k \rightarrow \infty}\left(B_{t_{3, k}}-B_{t_{2, k}}\right)
$$

is a limit of Gaussian random variables, so itself is Gaussian with mean 0 and variance $\lim _{n \rightarrow \infty}\left(t_{3, n}-t_{2, n}\right)=t_{3}-t_{2}$. The same holds for $B_{t_{2}}-B_{t_{1}}$, moreover, these two random variables are limit of independent random variables, since for $n$ large enough, $t_{1, n}>t_{2, n}>t_{3, n}$. Applying this argument for any number of increments, we get that $\left\{B_{t}\right\}$ has independent increments such that and for all $s<t$ in $[0,1] B_{t}-B_{s}$ has $\mathcal{N}(0, t-s)$ distribution.

We have thus constructed Brownian motion on $[0,1]$. To conclude, if $\left\{B_{t}^{n}\right\}_{t}$ for $n \geq 0$ are independent Brownian motions on $[0,1]$, then

$$
B_{t}=B_{t-\lfloor t\rfloor}^{\lfloor t\rfloor}+\sum_{0 \leq i<\lfloor t\rfloor} B_{1}^{i}
$$

meets our definition of Brownian motion on $[0, \infty)$.

## 4. Basic properties of Brownian motion

Let $\{B(t)\}_{t \geq 0}$ be a standard Brownian motion, and let $a \neq 0$. The following scaling relation is a simple consequence of the definitions.

$$
\left\{\frac{1}{a} B\left(a^{2} t\right)\right\}_{t \geq 0} \stackrel{\mathrm{~d}}{=}\{B(t)\}_{t \geq 0} .
$$

Also, define the time inversion of $\left\{B_{t}\right\}$ as

$$
W(t)= \begin{cases}0 & t=0 \\ t B\left(\frac{1}{t}\right) & t>0\end{cases}
$$

We claim that $W$ is a standard Brownian motion. Indeed,

$$
\operatorname{Cov}(W(t), W(s))=t s \operatorname{Cov}\left(B\left(\frac{1}{t}, \frac{1}{s}\right)\right)=t s\left(\frac{1}{t} \wedge \frac{1}{s}\right)=t \wedge s
$$

so $W$ and $B$ have the same finite dimensional distributions, and they have the same distributions as processes on the rational numbers. Since the paths of $W(t)$ are continuous except maybe at 0 , we have

$$
\lim _{t \downarrow 0} W(t)=\lim _{t \downarrow 0, t \in Q} W(t)=0 \quad \text { a.s. }
$$

so the paths of $W(t)$ are continuous on $[0, \infty)$ a.s. As a corollary, we get
Corollary 4.1. [Law of Large Numbers for Brownian motion]

$$
\lim _{t \rightarrow \infty} \frac{B(t)}{t}=0 \quad \text { a.s. }
$$

Proof. $\quad \lim _{t \rightarrow \infty} \frac{B(t)}{t}=\lim _{t \rightarrow \infty} W\left(\frac{1}{t}\right)=0$ a.s.
ExERCISE 4.2. Prove this result directly. Use the usual Law of Large Numbers to show that $\lim _{n \rightarrow \infty} \frac{B(n)}{n}=0$. Then show that $B(t)$ does not oscillate too much between $n$ and $n+1$.

REMARK. The symmetry inherent in the time inversion property becomes more apparent if one considers the Ornstein-Uhlenbeck diffusion, which is given by

$$
X(t)=e^{-t} B\left(e^{2 t}\right)
$$

This is a stationary Markov chain with $X(t) \sim N(0,1)$ for all $t$. It is a diffusion with a drift toward the origin proportional to the distance from the origin. Unlike Brownian motion, the Ornstein-Uhlenbeck diffusion is time reversible. The time inversion formula gives $\{X(t)\}_{t \geq 0} \stackrel{\mathrm{~d}}{=}\{X(-t)\}_{t \geq 0}$. For $t$ near $-\infty, X(t)$ relates to the Brownian motion near 0 , and for $t$ near $\infty, X(t)$ relates to the Brownian motion near $\infty$.

One of the advantages of Lévy's construction of Brownian motion is that it easily yields a modulus of continuity result. Following Lévy, we defined Brownian motion as an infinite $\operatorname{sum} \sum_{n=0}^{\infty} F_{n}$, where each $F_{n}$ is a piecewise linear function given in (3.2). Its derivative exists almost everywhere, and by definition and (3.5)

$$
\begin{equation*}
\left\|F_{n}^{\prime}\right\|_{\infty} \leq \frac{\left\|F_{n}\right\|_{\infty}}{2^{-n}} \leq C_{1}(\omega)+\sqrt{n} 2^{n / 2} \tag{4.1}
\end{equation*}
$$

The random constant $C_{1}(\omega)$ is introduced to deal with the finitely many exceptions to (3.5). Now for $t, t+h \in[0,1]$, we have

$$
\begin{equation*}
|B(t+h)-B(t)| \leq \sum_{n}\left|F_{n}(t+h)-F_{n}(t)\right| \leq \sum_{n \leq \ell} h\left\|F_{n}^{\prime}\right\|_{\infty}+\sum_{n>\ell} 2\left\|F_{n}\right\|_{\infty} \tag{4.2}
\end{equation*}
$$

By (3.5) and (4.1) if $\ell>N$ for a random $N$, then the above is bounded by

$$
\begin{aligned}
h\left(C_{1}(\omega)\right. & \left.+\sum_{n \leq \ell} c \sqrt{n} 2^{n / 2}\right)+2 \sum_{n>\ell} c \sqrt{n} 2^{-n / 2} \\
\leq & C_{2}(\omega) h \sqrt{\ell} 2^{\ell / 2}+C_{3}(\omega) \sqrt{\ell} 2^{-\ell / 2}
\end{aligned}
$$

The inequality holds because each series is bounded by a constant times its dominant term. Choosing $\ell=\left\lfloor\log _{2}(1 / h)\right\rfloor$, and choosing $C(\omega)$ to take care of the cases when $\ell \leq N$, we get

$$
\begin{equation*}
|B(t+h)-B(t)| \leq C(\omega) \sqrt{h \log _{2} \frac{1}{h}} \tag{4.3}
\end{equation*}
$$

The result is a (weak) form of Lévy's modulus of continuity. This is not enough to make $\left\{B_{t}\right\}$ a differentiable function since $\sqrt{h} \gg h$ for small $h$. But we still have

Corollary 4.3. For every $\alpha<\frac{1}{2}$, Brownian paths are $\alpha$ - Hölder a.s.
Exercise 4.4. Show that a Brownian motion is a.s. not $\frac{1}{2}$ - Hölder.
Remark. There does exist a $t=t(\omega)$ such that $|B(t+h)-B(t)| \leq C(\omega) h^{\frac{1}{2}}$ for every $h$, a.s. However, such $t$ have measure 0 . This is the slowest movement that is locally possible.

Solution. Let $A_{k, n}$ be the event that $B\left((k+1) 2^{-n}\right)-B\left(k 2^{-n}\right)>c \sqrt{n} 2^{-n / 2}$. Then Lemma 2.5 implies

$$
\mathbb{P}\left(A_{k, n}\right)=\mathbb{P}(B(1)>c \sqrt{n}) \geq \frac{c \sqrt{n}}{c^{2} n+1} e^{-c^{2} n / 2}
$$

If $0<c<\sqrt{2 \log (2)}$ then $c^{2} / 2<\log (2)$ and $2^{n} \mathbb{P}\left(A_{k, n}\right) \rightarrow \infty$. Therefore,

$$
\mathbb{P}\left(\bigcap_{k=1}^{2^{n}} A_{k, n}^{c}\right)=\left[1-\mathbb{P}\left(A_{k, n}\right)\right]^{2^{n}} \leq e^{-2^{n} \mathbb{P}\left(A_{k, n}\right)} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

The last inequality comes from the fact that $1-x \leq e^{-x}$ for all $x$. By considering $h=2^{-n}$, one can see that

$$
P\left(\forall h \quad B(t+h)-B(t) \leq c \sqrt{h \log _{2} h^{-1}}\right)=0 \quad \text { if } c<\sqrt{2 \log 2} .
$$

We remark that the paths are a.s. not $\frac{1}{2}$-Hölder. Indeed, the $\log _{2}\left(\frac{1}{h}\right)$ factor in (4.3) cannot be ignored. We will see later that the Hausdorff dimension of the graph of Brownian motion is $\frac{3}{2}$ a.s.
Having proven that Brownian paths are somewhat "regular", let us see why they are "bizarre". One reason is that the paths of Brownian motion have no intervals of monotonicity. Indeed, if $[a, b]$ is an interval of monotonicity, then dividing it up into $n$ equal sub-intervals $\left[a_{i}, a_{i+1}\right]$ each increment $B\left(a_{i}\right)-B\left(a_{i+1}\right)$ has to have the same sign. This has probability $2 \cdot 2^{-n}$, and taking $n \rightarrow \infty$ shows that the probability that $[a, b]$ is an interval of monotonicity must be 0 . Taking a countable union gives that there is no interval of monotonicity with rational endpoints, but each monotone interval would have a monotone rational sub-interval.

We will now show that for any time $t_{0}$, Brownian motion is not differentiable at $t_{0}$. For this, we need a simple proposition.

Proposition 4.5. A.s.

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{B(n)}{\sqrt{n}}=+\infty, \quad \liminf _{n \rightarrow \infty} \frac{B(n)}{\sqrt{n}}=-\infty . \tag{4.4}
\end{equation*}
$$

Remark. Comparing this with Corollary 4.1, it is natural to ask what sequence $B(n)$ should be divided by to get a limsup which is greater than 0 but less than $\infty$. An answer is given by the law of the iterated logarithm in a later section.

The proof of (4.4) relies on the following standard fact, whose proof can be found, for example, in Durrett (1995). Consider a probability measure on the space of real sequences, and let $X_{1}, X_{2}, \ldots$ be the sequence of random variables it defines. An event, that is a measurable set of sequences, $A$ is exchangeable if $X_{1}, X_{2}, \ldots$ satisfy $A$ implies that $X_{\sigma_{1}}, X_{\sigma_{2}}, \ldots$ satisfy $A$ for all finite permutations $\sigma$. Here finite permutation means that $\sigma_{n}=n$ for all sufficiently large $n$.

Proposition 4.6 (Hewitt-Savage 0-1 Law). If $A$ is an exchangeable event for an i.i.d. sequence then $\mathbb{P}(A)$ is 0 or 1 .

Proof of Proposition 4.5.

$$
\mathbb{P}(B(n)>c \sqrt{n} \text { i.o. }) \geq \limsup _{n \rightarrow \infty} \mathbb{P}(B(n)>c \sqrt{n})
$$

By the scaling property, the expression in the lim sup equals $\mathbb{P}(B(1)>c)$, which is positive. Letting $X_{n}=B(n)-B(n-1)$ the Hewitt-Savage 0-1 law gives that $B(n)>c \sqrt{n}$ infinitely often. Taking the intersection over all natural $c$ gives the first part of (4.4), and the second is proved similarly.

The two claims of Proposition 4.5 together mean that $B(t)$ crosses 0 for arbitrarily large values of $t$. If we use time inversion $W(t)=t B\left(\frac{1}{t}\right)$, we get that Brownian motion crosses 0 for arbitrarily small values of $t$. Letting $Z_{B}=\{t: B(t)=0\}$, this means that 0 is an accumulation point from the right for $Z_{B}$. But we get even more. For a function $f$, define the upper and lower right derivatives

$$
\begin{aligned}
D^{*} f(t) & =\underset{h \downarrow 0}{\limsup } \frac{f(t+h)-f(t)}{h}, \\
D_{*} f(t) & =\liminf _{h \downarrow 0} \frac{f(t+h)-f(t)}{h} .
\end{aligned}
$$

Then

$$
D^{*} W(0) \geq \limsup _{n \rightarrow \infty} \frac{W\left(\frac{1}{n}\right)-W(0)}{\frac{1}{n}} \geq \limsup _{n \rightarrow \infty} \sqrt{n} W\left(\frac{1}{n}\right)=\lim \sup \frac{B(n)}{\sqrt{n}}
$$

which is infinite by Proposition 4.5. Similarly, $D_{*} W(0)=-\infty$, showing that $W$ is not differentiable at 0 .

Corollary 4.7. Fix $t_{0} \geq 0$. Brownian motion $W$ a.s. satisfies $D^{*} W\left(t_{0}\right)=+\infty$, $D_{*} W\left(t_{0}\right)=-\infty$, and $t_{0}$ is an accumulation point from the right for the level set $\{s$ : $\left.W(s)=W\left(t_{0}\right)\right\}$.

Proof. $t \rightarrow W\left(t_{0}+t\right)-W\left(t_{0}\right)$ is a standard Brownian motion.
Does this imply that a. s. each $t_{0}$ is an accumulation point from the right for the level set $\left\{s: W(s)=W\left(t_{0}\right)\right\}$ ? Certainly not; consider, for example the last 0 of $\left\{B_{t}\right\}$ before time 1. However, $Z_{B}$ a.s. has no isolated points, as we will see later. Also, the set of exceptional
$t_{0}$-s must have Lebesgue measure 0 . This is true in general. Suppose $A$ is a measurable event (set of paths) such that

$$
\forall t_{0}, \mathbb{P}\left(t \rightarrow W\left(t_{0}+t\right)-W\left(t_{0}\right) \text { satisfies } A\right)=1
$$

Let $\Theta_{t}$ be the operator that shifts paths by $t$. Then $\mathbb{P}\left(\bigcap_{t_{0} \in \mathbf{Q}} \Theta_{t_{0}}(A)\right)=1$, here $\mathbf{Q}$ is the set of rational numbers. In fact, the Lebesgue measure of points $t_{0}$ so that $W$ does not satisfy $\Theta_{t_{0}}(A)$ is 0 a.s. To see this, apply Fubini to the double integral

$$
\iint_{0}^{\infty} \mathbf{1}\left(W \notin \Theta_{t_{0}}(A)\right) d t_{0} d \mathbb{P}(W)
$$

Exercise 4.8. Show that $\forall t_{0}, \mathbb{P}\left(t_{0}\right.$ is a local maximum for B$)=0$, but a.s. local maxima are a countable dense set in $(0, \infty)$.

Nowhere differentiability of Brownian motion therefore requires a more careful argument than non-differentiability at a fixed point.

Theorem 4.9 (Paley, Wiener and Zygmund 1933). A.s. Brownian motion is nowhere differentiable. Furthermore, almost surely for all $t$ either $D^{*} B(t)=+\infty$ or $D_{*} B(t)=-\infty$.

Remark. For local maxima we have $D^{*} B(t) \leq 0$, and for local minima, $D_{*} B(t) \geq 0$, so it is important to have the either-or in the statement.

Proof. (Dvoretsky, Erdős and Kakutani 1961) Suppose that there is a $t_{0} \in[0,1]$ such that $-\infty<D_{*} B\left(t_{0}\right) \leq D^{*} B\left(t_{0}\right)<\infty$. Then for some finite constant $M$ we would have

$$
\begin{equation*}
\sup _{h \in[0,1]} \frac{\left|B\left(t_{0}+h\right)-B\left(t_{0}\right)\right|}{h} \leq M . \tag{4.5}
\end{equation*}
$$

If $t_{0}$ is contained in the binary interval $\left[(k-1) / 2^{n}, k / 2^{n}\right]$ for $n>2$, then for all $1 \leq j \leq n$ the triangle inequality gives

$$
\begin{equation*}
\left|B\left((k+j) / 2^{n}\right)-B\left((k+j-1) / 2^{n}\right)\right| \leq M(2 j+1) / 2^{n} . \tag{4.6}
\end{equation*}
$$

Let $\Omega_{n, k}$ be the event that (4.6) holds for $j=1,2$, and 3 . Then by the scaling property

$$
\mathbb{P}\left(\Omega_{n, k}\right) \leq \mathbb{P}\left(|B(1)| \leq 7 M / \sqrt{2^{n}}\right)^{3},
$$

which is at most $\left(7 M 2^{-n / 2}\right)^{3}$, since the normal density is less than $1 / 2$. Hence

$$
\mathbb{P}\left(\bigcup_{k=1}^{2^{n}} \Omega_{n, k}\right) \leq 2^{n}\left(7 M 2^{-n / 2}\right)^{3}=(7 M)^{3} 2^{-n / 2}
$$

whose sum over all $n$ is finite. By the Borel-Cantelli lemma:

$$
\mathbb{P}((4.5) \text { is satisfed }) \leq \mathbb{P}\left(\bigcup_{k=1}^{2^{n}} \Omega_{n, k} \text { for infinitely many } n\right)=0 .
$$

That is, for sufficiently large $n$, there are no three good increments in a row so (4.5) is satisfied.

Exercise 4.10. Let $\alpha>1 / 2$. Show that a.s. for all $t>0, \exists h>0$ such that $\mid B(t+h)-$ $B(t) \mid>h^{\alpha}$.

Solution. Suppose that there is a $t_{0} \in[0,1]$ such that

$$
\begin{aligned}
& \sup _{h \in[0,1]} \frac{B\left(t_{0}+h\right)-B\left(t_{0}\right)}{h^{\alpha}} \leq 1, \quad \text { and } \\
& \inf _{h \in[0,1]} \frac{B\left(t_{0}+h\right)-B\left(t_{0}\right)}{h^{\alpha}} \geq-1
\end{aligned}
$$

If $t_{0} \in\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)$ for $n>2$, then the triangle inequality gives

$$
\left|B\left(\frac{k+j}{2^{n}}\right)-B\left(\frac{k+j-1}{2^{n}}\right)\right| \leq 2\left(\frac{j+1}{2^{n}}\right)^{\alpha} .
$$

Fix $l \geq 1 /\left(\alpha-\frac{1}{2}\right)$ and let $\Omega_{n, k}$ be the event

$$
\left(\left|B\left(\frac{k+j}{2^{n}}\right)-B\left(\frac{k+j-1}{2^{n}}\right)\right| \leq 2\left[\frac{(j+1)}{2^{n}}\right]^{\alpha} \text { for } \mathrm{j}=1,2 \ldots \mathrm{l}\right)
$$

Then

$$
\mathbb{P}\left(\Omega_{n, k}\right) \leq\left[\mathbb{P}\left(|B(1)| \leq 2^{n / 2} \cdot 2 \cdot\left(\frac{l+1}{2^{n}}\right)^{\alpha}\right]^{l} \leq\left[2^{n / 2} \cdot 2 \cdot\left(\frac{l+1}{2^{n}}\right)^{\alpha}\right]^{l}\right.
$$

since the normal density is less than $1 / 2$. Hence

$$
\mathbb{P}\left(\bigcup_{k=1}^{2^{n}} \Omega_{n, k}\right) \leq 2^{n} \cdot\left[2^{n / 2} \cdot 2\left(\frac{l+1}{2^{n}}\right)^{\alpha}\right]^{l}=C\left[2^{(1-l(\alpha-1 / 2))}\right]^{n},
$$

which sums. Thus

$$
\mathbb{P}\left(\limsup _{n \rightarrow \infty} \bigcup_{k=1}^{2^{n}} \Omega_{n, k}\right)=0
$$

Exercise 4.11. (Hard.) A.s. if $B\left(t_{0}\right)=\max _{0 \leq t \leq 1} B(t)$ then $D^{*} B\left(t_{0}\right)=-\infty$.

## 5. Hausdorff dimension and Minkowski dimension

Definition 5.1 (Hausdorff 1918). Let $A$ be a subset of a metric space. For $\alpha>0$, and a possibly infinite $\epsilon>0$ define a measure of size for $A$ by

$$
\mathcal{H}_{(\epsilon)}^{\alpha}(A)=\inf \left\{\sum_{j}\left|A_{j}\right|^{\alpha}: A \subset \bigcup_{j} A_{j},\left|A_{j}\right|<\epsilon\right\},
$$

where $|\cdot|$ applied to a set means its diameter. The quantity $\mathcal{H}_{(\infty)}(A)$ is called the Hausdorff content of A. Define the $\alpha$-dimensional Hausdorff measure of $A$ as

$$
\mathcal{H}^{\alpha}(A)=\lim _{\epsilon \downarrow 0} \mathcal{H}_{(\epsilon)}^{\alpha}(A)=\sup _{\epsilon>0} \mathcal{H}_{(\epsilon)}^{\alpha}(A) .
$$

$\mathcal{H}^{\alpha}(\cdot)$ is a Borel measure. Sub-additivity is obvious since $\mathcal{H}_{(\epsilon)}^{\alpha}(A \cup D) \leq \mathcal{H}_{(\epsilon)}^{\alpha}(A)+$ $\mathcal{H}_{(\epsilon)}^{\alpha}(D)$. Countable additivity can be shown with more effort. The graph of $\mathcal{H}^{\alpha}(A)$ versus $\alpha$ shows that there is a critical value of $\alpha$ where $\mathcal{H}^{\alpha}(A)$ jumps from $\infty$ to 0 . This critical value is called the Hausdorff dimension of $A$.

Definition 5.2. The Hausdorff dimension of $A$ is

$$
\operatorname{dim}_{\mathcal{H}}(A)=\inf \left\{\alpha: \mathcal{H}^{\alpha}(A)=0\right\} .
$$

Note that given $\beta>\alpha>0$ and $\mathcal{H}_{(\epsilon)}^{\alpha}(A)<\infty$, we have

$$
\mathcal{H}_{(\epsilon)}^{\beta}(A) \leq \epsilon^{(\beta-\alpha)} \mathcal{H}_{(\epsilon)}^{\alpha}(A) .
$$

where the inequality follows from the fact that $\left|A_{j}\right|^{\beta} \leq \epsilon^{(\beta-\alpha)}\left|A_{j}\right|^{\alpha}$ for a covering set $A_{j}$ of diameter $\leq \epsilon$. Since $\epsilon$ is arbitrary here, we see that if $\mathcal{H}^{\alpha}(A)<\infty$, then $\mathcal{H}^{\beta}(A)=0$. Therefore, we can also define the Hausdorff dimension of A as

$$
\sup \left\{\alpha>0: \mathcal{H}^{\alpha}(A)=\infty\right\} .
$$

Now let us look at another kind of dimension defined as follows.
Definition 5.3. The upper and lower Minkowski dimension (also called"Box" dimension) of $A$ is defined as

$$
\begin{aligned}
& \overline{\operatorname{dim}}_{\mathcal{M}}(A)=\varlimsup_{\epsilon \downharpoonright 0} \frac{\log N_{\epsilon}(A)}{\log (1 / \epsilon)}, \\
& \underline{\operatorname{dim}}_{\mathcal{M}}(A)=\frac{\lim }{\epsilon \downharpoonright 0} \frac{\log N_{\epsilon}(A)}{\log (1 / \epsilon)},
\end{aligned}
$$

where $N_{\epsilon}(A)$ is the minimum number of balls of radius $\epsilon$ needed to cover $A$. If $\overline{\operatorname{dim}}_{\mathcal{M}}(A)=$ $\underline{\operatorname{dim}}_{\mathcal{M}}(A)$, we call the common value the Minkowski dimension of $A$, denoted by $\operatorname{dim}_{\mathcal{M}}$.

Exercise 5.4. Show that $\operatorname{dim}_{\mathcal{M}}\left([0,1]^{d}\right)=d$.
Proposition 5.5. For any set $A$, we have $\operatorname{dim}_{\mathcal{H}}(A) \leq \underline{\operatorname{dim}}_{\mathcal{M}}(A)$.
Proof. By definition, $\mathcal{H}_{(2 \epsilon)}^{\alpha}(A) \leq N_{\epsilon}(A)(2 \epsilon)^{\alpha}$. If $\alpha>\underline{\operatorname{dim}}_{\mathcal{M}}(A)$, then we have

$$
\underline{\lim }_{\epsilon\rfloor 0} N_{\epsilon}(A)(2 \epsilon)^{\alpha}=0 .
$$

It then follows that $\mathcal{H}^{\alpha}(A)=0$ and hence $\operatorname{dim}_{\mathcal{H}}(A) \leq \operatorname{dim}_{\mathcal{M}}(A)$.
We now look at some examples to illustrate the definitions above. Let $A$ be all the rational numbers in the unit interval. Since for every set $D$ we have $\operatorname{dim}_{\mathcal{M}}(D)=\operatorname{dim}_{\mathcal{M}}(\bar{D})$, we get $\operatorname{dim}_{\mathcal{M}}(A)=\operatorname{dim}_{\mathcal{M}}(\bar{A})=\operatorname{dim}_{\mathcal{M}}([0,1])=1$. On the other hand, a countable set $A$ always has $\operatorname{dim}_{\mathcal{H}}(A)=0$. This is because for any $\alpha, \epsilon>0$, we can cover the countable points in $A$ by balls of radius $\epsilon / 2, \epsilon / 4, \epsilon / 8$, and so on. Then

$$
\mathcal{H}_{(\epsilon)}^{\alpha}(A) \leq \sum_{j}\left|A_{j}\right|^{\alpha} \leq \sum_{j}\left(\epsilon 2^{-j}\right)^{\alpha}<\infty .
$$

Another example is the harmonic sequence $A=\{0\} \bigcup\{1 / n\}_{n \geq 1}$. It is a countable set, so it has Hausdorff dimension 0. It can be shown that $\operatorname{dim}_{\mathcal{M}}(A)=1 / 2$. (Those points in $A$ that are less than $\sqrt{\epsilon}$ can be covered by $1 / \sqrt{\epsilon}$ balls of radius $\epsilon$. The rest can be covered by $2 / \sqrt{\epsilon}$ balls of radius $\epsilon$, one on each point.)

We have shown in Corollary 4.3 that Brownian motion is $\beta$-Hölder for any $\beta<1 / 2$ a.s. This will allow us to infer an upper bound on the Hausdorff dimension of its image and graph. Define the graph $G_{f}$ of a function as the set of points $(t, f(t))$ as $t$ ranges over the domain of $f$.

Proposition 5.6. Let $f:[0,1] \rightarrow \mathbb{R}$ be a $\beta$-Hölder continuous function. Then

$$
\overline{\operatorname{dim}}_{\mathcal{M}}\left(G_{f}\right) \leq 2-\beta
$$

Proof. Since $f$ is $\beta$-Hölder, there exists a constant $C_{1}$ such that, if $|t-s| \leq \epsilon$, then $|f(t)-f(s)| \leq C_{1} \epsilon^{\beta}=C_{1} \epsilon \cdot\left(1 / \epsilon^{1-\beta}\right)$. Hence, the minimum number of balls of radius $\epsilon$ to cover $G_{f}$ satisfies $N_{\epsilon}\left(G_{f}\right) \leq C_{2}\left(1 / \epsilon^{2-\beta}\right)$ for some other constant $C_{2}$.

Corollary 5.7.

$$
\operatorname{dim}_{\mathcal{H}}\left(G_{B}\right) \leq \underline{\operatorname{dim}}_{\mathcal{M}}\left(G_{B}\right) \leq \overline{\operatorname{dim}}_{\mathcal{M}}\left(G_{B}\right) \leq 3 / 2 . \quad \text { a.s. }
$$

A function $f:[0,1] \rightarrow \mathbb{R}$ is called "reverse" $\beta$-Hölder if there exists a constant $C>0$ such that for any interval $[t, s]$, there is a subinterval $\left[t_{1}, s_{1}\right] \subset[t, s]$, such that $\mid f\left(t_{1}\right)-$ $f\left(s_{1}\right)|\geq C| t-\left.s\right|^{\beta}$.

Proposition 5.8. Let $f:[0,1] \rightarrow \mathbb{R}$ be $\beta$-Hölder and "reverse" $\beta$-Hölder. Then $\operatorname{dim}_{\mathcal{M}}\left(G_{f}\right)=2-\beta$.

Remark. It follows from the hypotheses of the above proposition that such a function $f$ has the property $\operatorname{dim}_{\mathcal{H}}\left(G_{f}\right)>1$. (Przytycki-Urbansky, 1989.)

Exercise 5.9. Prove Proposition 5.8.
Example 5.10. The Weierstrass nowhere differentiable function

$$
W(t)=\sum_{n=0}^{\infty} a^{n} \cos \left(b^{n} t\right),
$$

$a b>1,0<a<1$ is $\beta$-Hölder and "reverse" $\beta$-Hölder for some $0<\beta<1$. For example, if $a=1 / 2, b=4$, then $\beta=1 / 2$.

Lemma 5.11. Suppose $X$ is a complete metric space. Let $f: X \rightarrow Y$ be $\beta$-Hölder. For any $A \subset X$, we have $\operatorname{dim}_{\mathcal{H}} f(A) \leq \operatorname{dim}_{\mathcal{H}}(A) / \beta$. Similar statements for $\overline{\operatorname{dim}}_{\mathcal{M}}$ and $\underline{\operatorname{dim}}_{\mathcal{M}}$ are also true.

Proof. If $\operatorname{dim}_{\mathcal{H}}(A)<\alpha<\infty$, then there exists a cover $\left\{A_{j}\right\}$ such that $A \subset \bigcup_{j} A_{j}$ and $\sum_{j}\left|A_{j}\right|^{\alpha}<\epsilon$. Then $\left\{f\left(A_{j}\right)\right\}$ is a cover for $f(A)$, and $\left|f\left(A_{j}\right)\right| \leq C\left|A_{j}\right|^{\beta}$, where $C$ is the constant from the $\beta$-Hölder condition. Thus,

$$
\sum_{j}\left|f\left(A_{j}\right)\right|^{\alpha / \beta} \leq C^{\alpha / \beta} \sum_{j}\left|A_{j}\right|^{\alpha}<C^{\alpha / \beta} \epsilon \rightarrow 0
$$

as $\epsilon \rightarrow 0$, and hence $\operatorname{dim}_{\mathcal{H}} f(A) \leq \alpha / \beta$.
Corollary 5.12. For $A \subset[0, \infty)$, we have $\operatorname{dim}_{\mathcal{H}} B(A) \leq 2 \operatorname{dim}_{\mathcal{H}}(A) \wedge 1$ a.s.

## 6. Hausdorff dimension of the Brownian path and the Brownian graph

The nowhere differentiability of Brownian motion established in the previous section suggests that its graph has dimension higher than one. Recall that the graph $G_{f}$ of a function $f$ is the set of points $(x, f(x))$ where $x$ ranges over the set where $f$ is defined. Taylor (1953) showed that the graph of Brownian motion has Hausdorff dimension 3/2.

Define the $d$-dimensional standard Brownian motion whose coordinates are independent one dimensional standard Brownian motions. Its distribution is invariant under orthogonal transformations of $\mathbb{R}^{d}$, since Gaussian random variables are invariant to such transformations by Lemma 2.3. For $d \geq 2$ it is interesting to look at the image set of Brownian motion. We will see that planar Brownian motion is neighborhood recurrent, that is, it visits every neighborhood in the plane infinitely often. In this sense, the image of planar Brownian motion is comparable to the plane itself; another sense in which this happens is that of Hausdorff dimension: the image of planar and higher dimensional Brownian motion has Hausdorff dimension two. Summing up, we will prove

Theorem 6.1 (Taylor 1953). Let $B$ be d-dimensional Brownian motion defined on the time set $[0,1]$. Then

$$
\operatorname{dim}_{\mathcal{H}} G_{B}=3 / 2 \quad \text { a.s. }
$$

Moreover, if $d \geq 2$, then

$$
\operatorname{dim}_{\mathcal{H}} B[0,1]=2 \quad \text { a.s. }
$$

Higher dimensional Brownian motion therefore doubles the dimension of the time line. Naturally, the question arises whether this holds for subsets of the time line as well. In certain sense, this even holds for $d=1$ : note the " $\wedge d$ " in the following theorem.

Theorem 6.2 (McKean 1955). For every subset $A$ of $[0, \infty)$, the image of $A$ under $d$ dimensional Brownian motion has Hausdorff dimension $\left(2 \operatorname{dim}_{\mathcal{H}} A\right) \wedge d$ a.s.

Theorem 6.3 (Uniform Dimension Doubling (Kaufman 1969)).
Let $B$ be Brownian motion in dimension at least 2. A.s, for any $A \subset[0, \infty)$, we have $\operatorname{dim}_{\mathcal{H}} B(A)=2 \operatorname{dim}_{\mathcal{H}}(A)$.

Notice the difference between the last two results. In Theorem 6.2, the null probability set depends on $A$, while Kaufman's theorem has a much stronger claim: it states dimension doubling uniformly for all sets. For this theorem, $d \geq 2$ is a necessary condition: we will see later that the zero set of one dimensional Brownian motion has dimension half, while its image is the single point 0 . We will prove Kaufman's theorem in a later section. For Theorem (6.1) we need the following fact.

Theorem 6.4 (Mass Distribution Principle). If $A \subset X$ supports a positive Borel measure $\mu$ such that $\mu(D) \leq C|D|^{\alpha}$ for any Borel set $D$, then $\mathcal{H}_{\infty}^{\alpha}(A) \geq \frac{\mu(A)}{C}$. This implies that $\mathcal{H}^{\alpha}(A) \geq \frac{\mu(A)}{C}$, and hence $\operatorname{dim}_{\mathcal{H}}(A) \geq \alpha$.

Proof. If $A \subset \bigcup_{j} A_{j}$, then $\sum_{j}\left|A_{j}\right|^{\alpha} \geq C^{-1} \sum_{j} \mu\left(A_{j}\right) \geq C^{-1} \mu(A)$.
Example 6.5. Consider the middle third Cantor set $K_{1 / 3}$. We will see that

$$
\operatorname{dim}_{\mathcal{M}}\left(K_{1 / 3}\right)=\operatorname{dim}_{\mathcal{H}}\left(K_{1 / 3}\right)=\log 2 / \log 3
$$

At the $n$th level of the construction of $K_{1 / 3}$, we have $2^{n}$ intervals of length $3^{-n}$. Thus, if $3^{-n} \leq \epsilon<3^{-n+1}$ we have $N_{\epsilon}\left(K_{1 / 3}\right) \leq 2^{n}$. Therefore: $\operatorname{dim}_{\mathcal{M}}\left(K_{1 / 3}\right) \leq \log 2 / \log 3$. On the other hand, let $\alpha=\log 2 / \log 3$ and $\mu$ be the Cantor-Lebesgue measure, which assigns mass $2^{-n}$ for any level $n$ interval. Let $D$ be a subset of $K_{1 / 3}$, and let $n$ be the integer such that
$3^{-n} \leq|D| \leq 3^{1-n}$. Then every such $D$ is covered by at most two shorter terracing intervals of the form $\left[k 3^{-n},(k+1) 3^{-n}\right]$ for some $k$. We then have

$$
\mu(D) \leq 2 \cdot 2^{-n} \leq 2|D|^{\alpha}
$$

and so

$$
\mathcal{H}^{\alpha}\left(K_{1 / 3}\right) \geq \mathcal{H}_{\infty}^{\alpha}\left(K_{1 / 3}\right) \geq 1 / 2
$$

which implies that $\operatorname{dim}_{\mathcal{H}}\left(K_{1 / 3}\right) \geq \log 2 / \log 3$, as needed.
Next, we introduce the energy method due to Frostman.
Theorem 6.6 (Frostman 1935). Given a metric space $(X, \rho)$, if $\mu$ is a finite Borel measure supported on $A \subset X$ and

$$
\mathcal{E}_{\alpha}(\mu) \stackrel{\text { def }}{=} \iint \frac{d \mu(x) d \mu(y)}{\rho(x, y)^{\alpha}}<\infty
$$

then $\mathcal{H}_{\infty}^{\alpha}(A)>0$, and hence $\operatorname{dim}_{\mathcal{H}}(A) \geq \alpha$.
It can be shown that under the above conditions $\mathcal{H}^{\alpha}(A)=\infty$. The converse of this theorem is also true. That is, for any $\alpha<\operatorname{dim}_{\mathcal{H}}(A)$, there exists a measure $\mu$ on $A$ that satisfies $\mathcal{E}_{\alpha}(\mu)<\infty$.

Proof. Given a measure $\mu$, define the function

$$
\phi_{\alpha}(\mu, x) \stackrel{\text { def }}{=} \int \frac{d \mu(y)}{\rho(x, y)^{\alpha}}
$$

so that $\mathcal{E}_{\alpha}(\mu)=\int \phi_{\alpha}(\mu, x) d \mu(x)$. Let $A[M]$ denote the subset of $A$ where $\phi_{\alpha}(\mu, \cdot)$ is at most $M$. There exists a number $M$ such that $A[M]$ has positive $\mu$-measure, since $\mathcal{E}_{\alpha}(\mu)$ is finite. Let $\nu$ denote the measure $\mu$ restricted to the set $A[M]$. Then for any $x \in A[M]$, we have $\phi_{\alpha}(\nu, x) \leq \phi_{\alpha}(\mu, x) \leq M$. Now let $D$ be a bounded subset of $X$. If $D \cap A[M]=\emptyset$ then $\nu(D)=0$. Otherwise, take $x \in D \cap A[M]$. Let $m$ be the largest integer such that $D$ is contained in the open ball of radius $2^{-m}$ about $x$. Then

$$
M \geq \int \frac{d \nu(y)}{\rho(x, y)^{\alpha}} \geq \int_{D} \frac{d \nu(y)}{\rho(x, y)^{\alpha}} \geq 2^{m \alpha} \nu(D)
$$

The last inequality comes from the fact that $\rho(x, y) \leq 2^{-m}$ for each $y$ in $D$. Thus, we have $\nu(D) \leq M 2^{-m \alpha} \leq M(2|D|)^{\alpha}$. This also holds when $D \cap A[M]=\emptyset$. By the Mass Distribution Principle, we conclude that $\mathcal{H}_{\infty}^{\alpha}(A)>\mathcal{H}_{\infty}^{\alpha}(A[M])>0$.

Now we are ready to prove the second part of Taylor's theorem.
Proof of Theorem 6.1, Part 2. ¿From Corollary 4.3 we have that $B_{d}$ is $\beta$ Hölder for every $\beta<1 / 2$ a.s. Therefore, Lemma 5.11 implies that

$$
\operatorname{dim}_{\mathcal{H}} B_{d}[0,1] \leq 2 . \text { a.s. }
$$

For the other inequality, we will use Frostman's energy method. A natural measure on $B_{d}[0,1]$ is the occupation measure $\mu_{B} \stackrel{\text { def }}{=} \mathcal{L} B^{-1}$, which means that $\mu_{B}(A)=\mathcal{L} B^{-1}(A)$, for all measurable subsets $A$ of $\mathbb{R}^{d}$, or, equivalently,

$$
\int_{\mathbb{R}^{d}} f(x) d \mu_{B}(x)=\int_{0}^{1} f\left(B_{t}\right) d t
$$

for all measurable functions $f$. We want to show that for any $0<\alpha<2$,

$$
\begin{equation*}
\mathbb{E} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{d \mu_{B}(x) d \mu_{B}(y)}{|x-y|^{\alpha}}=\mathbb{E} \int_{0}^{1} \int_{0}^{1} \frac{d s d t}{|B(t)-B(s)|^{\alpha}}<\infty \tag{6.1}
\end{equation*}
$$

Let us evaluate the expectation:

$$
\mathbb{E}|B(t)-B(s)|^{-\alpha}=\mathbb{E}\left(|t-s|^{1 / 2}|Z|\right)^{-\alpha}=|t-s|^{-\alpha / 2} \int_{\mathbb{R}^{d}} \frac{c_{d}}{|z|^{\alpha}} e^{-|z|^{2} / 2} d z
$$

Here $Z$ denotes the $d$-dimensional standard Gaussian random variable. The integral can be evaluated using polar coordinates, but all we need is that it is a finite constant $c$ depending on $d$ and $\alpha$ only. Substituting this expression into (6.1) and using Fubini's theorem we get

$$
\begin{equation*}
\mathbb{E} \mathcal{E}_{\alpha}\left(\mu_{B}\right)=c \int_{0}^{1} \int_{0}^{1} \frac{d s d t}{|t-s|^{\alpha / 2}} \leq 2 c \int_{0}^{1} \frac{d u}{u^{\alpha / 2}}<\infty \tag{6.2}
\end{equation*}
$$

Therefore $\mathcal{E}_{\alpha}\left(\mu_{B}\right)<\infty$ a.s.
REMARK. Lévy showed earlier in 1940 that, when $d=2$, we have $\mathcal{H}^{2}(B[0,1])=0$ a.s. The statement is actually also true for all $d \geq 2$.

Now let us turn to the graph $G_{B}$ of Brownian motion. We will show a proof of the first half of Taylor's theorem for one dimensional Brownian motion.

Proof of Theorem 6.1, Part 1. We have shown in Corollary 5.7 that

$$
\operatorname{dim}_{\mathcal{H}} G_{B} \leq 3 / 2
$$

For the other inequality, let $\alpha<3 / 2$ and let $A$ be a subset of the graph. Define a measure on the graph using projection to the times axis:

$$
\mu(A) \stackrel{\text { def }}{=} \mathcal{L}(\{0 \leq t \leq 1:(t, B(t)) \in A\})
$$

Changing variables, the $\alpha$ energy of $\mu$ can be written as:

$$
\iint \frac{d \mu(x) d \mu(y)}{|x-y|^{\alpha}}=\int_{0}^{1} \int_{0}^{1} \frac{d s d t}{\left(|t-s|^{2}+|B(t)-B(s)|^{2}\right)^{\alpha / 2}}
$$

Bounding the integrand, taking expectations, and applying Fubini we get that

$$
\begin{equation*}
\mathbb{E} \mathcal{E}_{\alpha}(\mu) \leq 2 \int_{0}^{1} \mathbb{E}\left(\left(t^{2}+B(t)^{2}\right)^{-\alpha / 2}\right) d t \tag{6.3}
\end{equation*}
$$

Let $n(z)$ denote the standard normal density. By scaling, the expected value above can be written as

$$
\begin{equation*}
2 \int_{0}^{+\infty}\left(t^{2}+t z^{2}\right)^{-\alpha / 2} n(z) d z \tag{6.4}
\end{equation*}
$$

Comparing the size of the summands in the integration suggests separating $z \leq \sqrt{t}$ from $z>\sqrt{t}$. Then we can bound (6.4) above by twice

$$
\int_{0}^{\sqrt{t}}\left(t^{2}\right)^{-\alpha / 2} d z+\int_{\sqrt{t}}^{\infty}\left(t z^{2}\right)^{-\alpha / 2} n(z) d z=t^{\frac{1}{2}-\alpha}+t^{-\alpha / 2} \int_{\sqrt{t}}^{\infty} z^{-\alpha} n(z) d z
$$

Furthermore, we separate the last integral at 1. We get

$$
\int_{\sqrt{t}}^{\infty} z^{-\alpha} n(z) d z \leq c_{\alpha}+\int_{\sqrt{t}}^{1} z^{-\alpha} d z .
$$

The later integral is of order $t^{(1-\alpha) / 2}$. Substituting these results into (6.3), we see that the expected energy is finite when $\alpha<3 / 2$. The claim now follows form Frostman's Energy Method.

## 7. On nowhere differentiability

Lévy (1954) asks whether it is true that

$$
\mathbb{P}\left[\forall t, D^{*} B(t) \in\{ \pm \infty\}\right]=1 ?
$$

The following proposition gives a negative answer to this question.
Proposition 7.1. A.s there is an uncountable set of times $t$ at which the upper right derivative $D^{*} B(t)$ is zero.

We sketch a proof below. Stronger and more general results can be found in Barlow and Perkins (1984).
(SKETCH). Put

$$
I=\left[B(1), \sup _{0 \leq s \leq 1} B(s)\right],
$$

and define a function $g: I \rightarrow[0,1]$ by setting

$$
g(x)=\sup \{s \in[0,1]: B(s)=x\} .
$$

It is easy to check that a.s. the interval $I$ is non-degenerate, $g$ is strictly decreasing, left continuous and satisfies $B(g(x))=x$. Furthermore, a.s. the set of discontinuities of $g$ is dense in $I$ since a.s. B has no interval of monotonicity. We restrict our attention to the event of probability 1 on which these assertions hold. Let

$$
V_{n}=\left\{x \in I: g(x-h)-g(x)>n h \text { for some } h \in\left(0, n^{-1}\right)\right\} .
$$

Since $g$ is left continuous and strictly deceasing, one readily verifies that $V_{n}$ is open; it is also dense in $I$ as every point of discontinuity of $g$ is a limit from the left of points of $V_{n}$. By the Baire category theorem, $V:=\bigcap_{n} V_{n}$ is uncountable and dense in $I$. Now if $x \in V$ then there is a sequence $x_{n} \uparrow x$ such that $g\left(x_{n}\right)-g(x)>n\left(x-x_{n}\right)$. Setting $t=g(x)$ and $t_{n}=g\left(x_{n}\right)$ we have $t_{n} \downarrow t$ and $t_{n}-t>n\left(B(t)-B\left(t_{n}\right)\right)$, from which it follows that $D^{*} B(t) \geq 0$. On the other hand $D^{*} B(t) \leq 0$ since $B(s) \leq B(t)$ for all $s \in(t, 1)$, by definition of $t=g(x)$.

Exercise 7.2. Let $f \in C([0,1])$. Prove that $B(t)+f(t)$ is nowhere differentiable almost surely.

Is the "typical" function in $C([0,1])$ nowhere differentiable? It is an easy application of the Baire category theorem to show that nowhere differentiability is a generic property for $C([0,1])$. This result leaves something to be desired, perhaps, as topological and measure theoretic notions of a "large" set need not coincide. For example, the set of points in $[0,1]$ whose binary expansion has zeros with asymptotic frequency $1 / 2$ is a meager set, yet it has

Lebesgue measure 1. We consider a related idea proposed by Christensen (1972) and by Hunt, Sauer and Yorke (1992). Let $X$ be a separable Banach space. Say that $A \subset X$ is prevalent if there exists a Borel probability measure $\mu$ on $X$ such that $\mu(x+A)=1$ for every $x \in X$. A set is called negligible if its complement is prevalent.

Proposition 7.3. If $A_{1}, A_{2}, \ldots$ are negligible subsets of $X$ then $\bigcup_{i \geq 1} A_{i}$ is also negligible.

Proof. For each $i \geq 1$ let $\mu_{A_{i}}$ be a Borel probability measure satisfying $\mu_{A_{i}}\left(x+A_{i}\right)=0$ for all $x \in X$. Using separability we can find for each $i$ a ball $D_{i}$ of radius $2^{-i}$ centered at $x_{i} \in X$ with $\mu_{A_{i}}\left(D_{i}\right)>0$. Define probability measures $\mu_{i}, i \geq 1$, by setting $\mu_{i}(E)=$ $\mu_{A_{i}}\left(E+x_{i} \mid D_{i}\right)$ for each Borel set $E$, so that $\mu_{i}\left(x+A_{i}\right)=0$ for all $x$ and for all $i$. Let $\left(Y_{i} ; i \geq 0\right)$ be a sequence of independent random variables with $\operatorname{dist}\left(Y_{i}\right)=\mu_{i}$. For all $i$ we have $\mu_{i}\left[\left|Y_{i}\right| \leq 2^{-i}\right]=1$. Therefore, $S=\sum_{i} Y_{i}$ converges almost surely. Writing $\mu$ for the distribution of $S$ and putting $\nu_{j}=\operatorname{dist}\left(S-Y_{j}\right)$, we have $\mu=\mu_{j} * \nu_{j}$, and hence $\mu\left(x+A_{j}\right)=\mu_{j} * \nu_{j}\left(x+A_{j}\right)=0$ for all $x$ and for all $j$. Thus $\mu\left(x+\cup_{i \geq 1} A_{i}\right)=0$ for all $x$.

Proposition 7.4. A subset $A$ of $\mathbb{R}^{d}$ is negligible iff $\mathcal{L}_{d}(A)=0$.
Proof. $(\Rightarrow)$ Assume $A$ is negligible. Let $\mu_{A}$ be a (Borel) probability measure such that $\mu_{A}(x+A)=0$ for all $x \in \mathbb{R}^{d}$. Since $\mathcal{L}_{d} * \mu_{A}=\mathcal{L}_{d}$ (indeed $\mathcal{L}_{d} * \mu=\mathcal{L}_{d}$ for any Borel probability measure $\mu$ on $\mathbb{R}^{d}$ ) we have $0=\mathcal{L}_{d} * \mu_{A}(x+A)=\mathcal{L}_{d}(x+A)$ for all $x \in \mathbb{R}^{d}$.
$(\Leftarrow)$ If $\mathcal{L}_{d}(A)=0$ then the restriction of $\mathcal{L}_{d}$ to the unit cube is a probability measure which vanishes on every translate of $A$.

Remark. It follows from Exercise 7.2 that the set of nowhere differentiable functions is prevalent in $C([0,1])$.

## 8. Strong Markov property and the reflection principle

For each $t \geq 0$ let $\mathcal{F}_{0}(t)=\sigma\{B(s): s \leq t\}$ be the smallest $\sigma$-field making every $B(s)$, $s \leq t$, measurable, and set $\mathcal{F}_{+}(t)=\cap_{u>t} \mathcal{F}_{0}(u)$ (the right-continuous filtration). It is known (see, for example, Durrett (1996), Theorem 7.2.4) that $\mathcal{F}_{0}(t)$ and $\mathcal{F}_{+}(t)$ have the same completion. A filtration $\{\mathcal{F}(t)\}_{t \geq 0}$ is a Brownian filtration if for all $t \geq 0$ the process $\{B(t+s)-B(t)\}_{s \geq 0}$ is independent of $\mathcal{F}(t)$ and $\mathcal{F}(t) \supset \mathcal{F}_{0}(t)$. A random variable $\tau$ is a stopping time for a Brownian filtration $\{\mathcal{F}(t)\}_{t \geq 0}$ if $\{\tau \leq t\} \in \mathcal{F}(t)$ for all $t$. For any random time $\tau$ we define the pre- $\tau \sigma$-field

$$
\mathcal{F}(\tau):=\{A: \forall t, A \cap\{\tau \leq t\} \in \mathcal{F}(t)\} .
$$

Proposition 8.1. (Markov property) For every $t \geq 0$ the process

$$
\{B(t+s)-B(t)\}_{s \geq 0}
$$

is standard Brownian motion independent of $\mathcal{F}_{0}(t)$ and $\mathcal{F}_{+}(t)$.
It is evident from independence of increments that $\{B(t+s)-B(t)\}_{s \geq 0}$ is standard Brownian motion independent of $\mathcal{F}_{0}(t)$. That this process is independent of $\mathcal{F}_{+}(t)$ follows from continuity; see, e.g., Durrett (1996, 7.2.1) for details.

The main result of this section is the strong Markov property for Brownian motion, established independently by Hunt (1956) and Dynkin (1957):

Theorem 8.2. Suppose that $\tau$ is a stopping time for the Brownian filtration $\{\mathcal{F}(t)\}_{t \geq 0}$. Then $\{B(\tau+s)-B(\tau)\}_{s \geq 0}$ is Brownian motion independent of $\mathcal{F}(\tau)$.

Sketch of Proof. Suppose first that $\tau$ is an integer valued stopping time with respect to a Brownian filtration $\{\mathcal{F}(t)\}_{t \geq 0}$. For each integer $j$ the event $\{\tau=j\}$ is in $\mathcal{F}(j)$ and the process $\{B(t+j)-B(j)\}_{t \geq 0}$ is independent of $\mathcal{F}(j)$, so the result follows from the Markov property in this special case. It also holds if the values of $\tau$ are integer multiples of some $\varepsilon>0$, and approximating $\tau$ by such discrete stopping times gives the conclusion in the general case. See, e.g., Durrett (1996, 7.3.7) for more details.

One important consequence of the strong Markov property is the following:
ThEOREM 8.3 (Reflection Principle). If $\tau$ is a stopping time then

$$
B^{*}(t):=B(t) \mathbf{1}_{(t \leq \tau)}+(2 B(\tau)-B(t)) \mathbf{1}_{(t>\tau)}
$$

(Brownian motion reflected at time $\tau$ ) is also standard Brownian motion.
Proof. We shall use an elementary fact:
Lemma 8.4. Let $X, Y, Z$ be random variables with $X, Y$ independent and $X, Z$ independent. If $Y \stackrel{d}{=} Z$ then $(X, Y) \stackrel{d}{\equiv}(X, Z)$.

The strong Markov property states that $\{B(\tau+t)-B(\tau)\}_{t \geq 0}$ is Brownian motion independent of $\mathcal{F}(\tau)$, and by symmetry this is also true of $\{-(B(\tau+t)-B(\tau))\}_{t \geq 0}$. We see from the lemma that

$$
\left(\{B(t)\}_{0 \leq t \leq \tau},\{B(t+\tau)-B(\tau)\}_{t \geq 0}\right) \stackrel{d}{\equiv}\left(\{B(t)\}_{0 \leq t \leq \tau},\{(B(\tau)-B(t+\tau))\}_{t \geq 0}\right)
$$

and the reflection principle follows immediately.
Remark. Consider $\tau=\inf \left\{t: B(t)=\max _{0 \leq s \leq 1} B(s)\right\}$. Almost surely $\{B(\tau+t)-$ $B(\tau)\}_{t \geq 0}$ is non-positive on some right neighborhood of $t=0$, and hence is not Brownian motion. The strong Markov property does not apply here because $\tau$ is not a stopping time for any Brownian filtration. We will later see that Brownian motion almost surely has no point of increase. Since $\tau$ is a point of increase of the reflected process $\left\{B^{*}(t)\right\}$, it follows that the distributions of Brownian motion and of $\left\{B^{*}(t)\right\}$ are singular.

EXERCISE 8.5. Prove that if $A$ is a closed set then $\tau_{A}$ is a stopping time.

$$
\text { Solution. } \quad\left\{\tau_{A} \leq t\right\}=\bigcap_{n \geq 1} \bigcup_{s \in[0, t] \cap \mathbb{Q}}\left\{\operatorname{dist}(B(s), A) \leq \frac{1}{n}\right\} \in \mathcal{F}_{0}(t) .
$$

More generally, if $A$ is a Borel set then the hitting time $\tau_{A}$ is a stopping time (see Bass (1995)).

Set $M(t)=\max _{0 \leq s \leq t} B(s)$. Our next result says $M(t) \stackrel{d}{\equiv}|B(t)|$.
Theorem 8.6. If $a>0$, then $\mathbb{P}[M(t)>a]=2 \mathbb{P}[B(t)>a]$.
Proof. Set $\tau_{a}=\min \{t \geq 0: B(t)=a\}$ and let $\left\{B^{*}(t)\right\}$ be Brownian motion reflected at $\tau_{a}$. Then $\{M(t)>a\}$ is the disjoint union of the events $\{B(t)>a\}$ and $\{M(t)>$ $a, B(t) \leq a\}$, and since $\{M(t)>a, B(t) \leq a\}=\left\{B^{*}(t) \geq a\right\}$ the desired conclusion follows immediately.

## 9. Local extrema of Brownian motion

Proposition 9.1. Almost surely, every local maximum of Brownian motion is a strict local maximum.

For the proof we shall need
Lemma 9.2. Given two disjoint closed time intervals, the maxima of Brownian motion on them are different almost surely.

Proof. For $i=1,2$, let $\left[a_{i}, b_{i}\right]$, $m_{i}$, denote the lower, the higher interval, and the corresponding maximum of Brownian motion, respectively. Note that $B\left(a_{2}\right)-B\left(b_{1}\right)$ is independent of the pair $m_{1}-B\left(b_{1}\right)$ and $m_{2}-B\left(a_{2}\right)$. Conditioning on the values of the random variables $m_{1}-B\left(b_{1}\right)$ and $m_{2}-B\left(a_{2}\right)$, the event $m_{1}=m_{2}$ can be written as

$$
B\left(a_{2}\right)-B\left(b_{1}\right)=m_{1}-B\left(b_{1}\right)-\left(m_{2}-B\left(a_{2}\right)\right) .
$$

The left hand side being a continuous random variable, and the right hand side a constant, we see that this event has probability 0 .

We now prove Proposition 9.1.
Proof. The statement of the lemma holds jointly for all disjoint pairs of intervals with rational endpoints. The proposition follows, since if Brownian motion had a non-strict local maximum, then there were two disjoint rational intervals where Brownian motion has the same maximum.

Corollary 9.3. The set $M$ of times where Brownian motion assumes its local maximum is countable and dense almost surely.

Proof. Consider the function from the set of non-degenerate closed intervals with rational endpoints to $\mathbb{R}$ given by

$$
[a, b] \mapsto \inf \left\{t \geq a: B(t)=\max _{a \leq s \leq b} B(s)\right\}
$$

The image of this map contains the set $M$ almost surely by the lemma. This shows that $M$ is countable almost surely. We already know that $B$ has no interval of increase or decrease almost surely. It follows that $B$ almost surely has a local maximum in every interval with rational endpoints, implying the corollary.

## 10. Area of planar Brownian motion paths

We have seen that the image of Brownian motion is always 2 dimensional, so one might ask what its 2 dimensional Hausdorff measure is. It turns out to be 0 in all dimensions; we will prove it for the planar case. We will need the following lemma.

Lemma 10.1. If $A_{1}, A_{2} \subset \mathbb{R}^{2}$ are Borel sets with positive area, then

$$
\mathcal{L}_{2}\left(\left\{x \in \mathbb{R}^{2}: \mathcal{L}_{2}\left(A_{1} \cap\left(A_{2}+x\right)\right)>0\right\}\right)>0 .
$$

Proof. One proof of this fact relies on (outer) regularity of Lebesgue measure. The proof below is more streamlined.

We may assume $A_{1}$ and $A_{2}$ are bounded. By Fubini's theorem,

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} \mathbf{1}_{A_{1}} * \mathbf{1}_{-A_{2}}(x) d x & =\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} \mathbf{1}_{A_{1}}(w) \mathbf{1}_{A_{2}}(w-x) d w d x \\
& =\int_{\mathbb{R}^{2}} \mathbf{1}_{A_{1}}(w)\left(\int_{\mathbb{R}^{2}} \mathbf{1}_{A_{2}}(w-x) d x\right) d w \\
& =\mathcal{L}_{2}\left(A_{1}\right) \mathcal{L}_{2}\left(A_{2}\right)>0 .
\end{aligned}
$$

Thus $\mathbf{1}_{A_{1}} * \mathbf{1}_{-A_{2}}(x)>0$ on a set of positive area. But $\mathbf{1}_{A_{1}} * \mathbf{1}_{-A_{2}}(x)=0$ unless $A_{1} \cap\left(A_{2}+x\right)$ has positive area, so this proves the lemma.

Throughout this section $B$ denote planar Brownian motion. We are now ready to prove Lévy's theorem on the area of its image.

Theorem 10.2 (Lévy). Almost surely $\mathcal{L}_{2}(B[0,1])=0$.
Proof. Let $X$ denote the area of $B[0,1]$, and $M$ be its expected value. First we check that $M<\infty$. If $a \geq 1$ then

$$
\mathbb{P}[X>a] \leq 2 \mathbb{P}[|W(t)|>\sqrt{a} / 2 \text { for some } t \in[0,1]] \leq 8 e^{-a / 8}
$$

where $W$ is standard one-dimensional Brownian motion. Thus

$$
M=\int_{0}^{\infty} \mathbb{P}[X>a] d a \leq 8 \int_{0}^{\infty} e^{-a / 8} d a+1<\infty
$$

Note that $B(3 t)$ and $\sqrt{3} B(t)$ have the same distribution, and hence

$$
\mathbb{E} \mathcal{L}_{2}(B[0,3])=3 \mathbb{E} \mathcal{L}_{2}(B[0,1])=3 M
$$

Note that we have $\mathcal{L}_{2}(B[0,3]) \leq \sum_{j=0}^{2} \mathcal{L}_{2}(B[j, j+1])$ with equality if and only if for $0 \leq$ $i<j \leq 2$ we have $\mathcal{L}_{2}(B[i, i+1] \cap B[j, j+1])=0$. On the other hand, for $j=0,1,2$, we have $\mathbb{E} \mathcal{L}_{2}(B[j, j+1])=M$ and

$$
3 M=\mathbb{E} \mathcal{L}_{2}(B[0,3]) \leq \sum_{j=0}^{2} \mathbb{E} \mathcal{L}_{2}(B[j, j+1])=3 M,
$$

whence the intersection of any two of the $B[j, j+1]$ has measure zero almost surely. In particular, $\mathcal{L}_{2}(B[0,1] \cap B[2,3])=0$ almost surely.

Let $R(x)$ denote the area of $B[0,1] \cap(x+B[2,3]-B(2)+B(1))$. If we condition on the values of $B[0,1], B[2,3]-B(2)$, then in order to evaluate the expected value of $B[0,1] \cap B[2,3]$ we should integrate $R(x)$ where $x$ has the distribution of $B(2)-B(1)$. Thus

$$
0=\mathbb{E}\left[\mathcal{L}_{2}(B[0,1] \cap B[2,3])\right]=(2 \pi)^{-1} \int_{\mathbb{R}^{2}} e^{-|x|^{2} / 2} \mathbb{E}[R(x)] d x
$$

where we are averaging with respect to the Gaussian distribution of $B(2)-B(1)$. Thus $R(x)=0$ a.s. for $\mathcal{L}_{2}$-almost all $x$, or, by Fubini, the area of the set where $R(x)$ is positive is a.s. zero. ¿From the lemma we get that a.s.

$$
\mathcal{L}_{2}(B[0,1])=0 \quad \text { or } \quad \mathcal{L}_{2}(B[2,3])=0 .
$$

The observation that $\mathcal{L}_{2}(B[0,1])$ and $\mathcal{L}_{2}(B[2,3])$ are identically distributed and independent completes the proof that $\mathcal{L}_{2}(B[0,1])=0$ almost surely.

## 11. Zeros of the Brownian motion

In this section, we start the study of the properties of the zero set $Z_{B}$ of one dimensional Brownian motion. We will prove that this set is an uncountable closed set with no isolated points. This is, perhaps, surprising since, almost surely, a Brownian motion has isolated zeros from the left (for instance, the first zero after $1 / 2$ ) or from the right (the last zero before $1 / 2$ ). However, according to the next theorem, with probability one, it does not have any isolated zero.

Theorem 11.1. Let $B$ be a one dimensional Brownian motion and $Z_{B}$ be its zero set, i.e.,

$$
Z_{B}=\{t \in[0,+\infty): B(t)=0\} .
$$

Then, a.s., $Z_{B}$ is an uncountable closed set with no isolated points.
Proof. Clearly, with probability one, $Z_{B}$ is closed because $B$ is continuous a.s.. To prove that no point of $Z_{B}$ is isolated we consider the following construction: for each rational $q \in[0, \infty)$ consider the first zero after $q$, i.e., $\tau_{q}=\inf \{t>q: B(t)=0\}$. Note that $\tau_{q}<\infty$ a.s. and, since $Z_{B}$ is closed, the inf is a.s. a minimum. By the strong Markov property we have that for each $q$, a.s. $\tau_{q}$ is not an isolated zero from the right. But, since there are only countably many rationals, we conclude that a.s., for all $q$ rational, $\tau_{q}$ is not an isolated zero from the right. Our next task is to prove that the remaining points of $Z_{B}$ are not isolated from the left. So we claim that any $0<t \in Z_{B}$ which is different from $\tau_{q}$ for all rational $q$ is not an isolated point from the left. To see this take a sequence $q_{n} \uparrow t, q_{n} \in \mathbf{Q}$. Define $t_{n}=\tau_{q_{n}}$. Clearly $q_{n} \leq t_{n}<t$ (as $t_{n}$ is not isolated from the right) and so $t_{n} \uparrow t$. Thus $t$ is not isolated from the left.

Finally, recall (see, for instance, Hewitt-Stromberg, 1965) that a closed set with no isolated points is uncountable and this finishes the proof.
11.1. General Markov Processes. In this section, we define general Markov processes. Then we prove that Brownian motion, reflected Brownian motion and a process that involves the maximum of Brownian motion are Markov processes.

Definition 11.2. A function $p(t, x, A), p: \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{B} \rightarrow \mathbb{R}$, where $\mathcal{B}$ is the Borel $\sigma$-algebra in $\mathbb{R}^{d}$, is a Markov transition kernel provided
(1) $p(\cdot, \cdot, A)$ is measurable as a function of $(t, x)$, for each $A \in \mathcal{B}$,
(2) $p(t, x, \cdot)$ is a Borel probability measure for all $t \in \mathbb{R}$ and $x \in \mathbb{R}^{d}$,
(3) $\forall A \in \mathcal{B}, x \in \mathbb{R}^{d}$ and $t, s>0$,

$$
p(t+s, x, A)=\int_{\mathbb{R}^{d}} p(t, y, A) p(s, x, d y)
$$

Definition 11.3. A process $\{X(t)\}$ is a Markov process withtransition kernel $p(t, x, A)$ if for all $t>s$ and Borel set $A \in \mathcal{B}$ we have

$$
\mathbb{P}\left(X(t) \in A \mid \mathcal{F}_{s}\right)=p(t-s, X(s), A)
$$

where $\mathcal{F}_{s}=\sigma(X(u), u \leq s)$.

The next two examples are trivial consequences of the Markov Property for Brownian motion.

Example 11.4. A $d$-dimensional Brownian motion is a Markov process and its transition kernel $p(t, x, \cdot)$ has $N(x, t)$ distribution in each component.

Suppose $Z$ has $N(x, t)$ distribution. Define $|N(x, t)|$ to be the distribution of $|Z|$.
Example 11.5. The reflected one-dimensional Brownian motion $|B(t)|$ is a Markov process. Moreover, its kernel $p(t, x, \cdot)$ has $|N(x, t)|$ distribution.

Theorem 11.6 (Lévy, 1948). Let $M(t)$ be the maximum process of a one dimensional Brownian motion $B(t)$, i.e. $M(t)=\max _{0 \leq s \leq t} B(s)$. Then, the process $Y(t)=M(t)-B(t)$ is Markov and its transition kernel $p(t, x, \cdot)$ has $|N(x, t)|$ distribution.

Proof. For $t>0$, consider the two processes $\hat{B}(t)=B(s+t)-B(s)$ and $\hat{M}(t)=$ $\max _{0 \leq u \leq t} \hat{B}(u)$. Define $\mathcal{F}_{B}(s)=\sigma(B(t), 0 \leq t \leq s)$. To prove the theorem it suffices to check that conditional on $\mathcal{F}_{B}(s)$ and $Y(s)=y$, we have $Y(s+t) \stackrel{\text { d }}{=}|y+\hat{B}(t)|$.

To prove the claim note that $M(s+t)=M(s) \vee(B(s)+\hat{M}(t))$, and so we have

$$
Y(s+t)=M(s) \vee(B(s)+\hat{M}(t))-(B(s)+\hat{B}(t))
$$

Using the fact that $a \vee b-c=(a-c) \vee(b-c)$, we have

$$
Y(s+t)=Y(s) \vee \hat{M}(t)-\hat{B}(t) .
$$

To finish, it suffices to check, for every $y \geq 0$, that $y \vee \hat{M}(t)-\hat{B}(t) \stackrel{\text { d }}{=}|y+\hat{B}(t)|$. For any $a \geq 0$ write

$$
\mathbb{P}(y \vee \hat{M}(t)-\hat{B}(t)>a)=I+I I,
$$

where $I=\mathbb{P}(y-\hat{B}(t)>a)$ and

$$
I I=\mathbb{P}(y-\hat{B}(t) \leq a \text { and } \hat{M}(t)-\hat{B}(t)>a) .
$$

Since $\hat{B} \stackrel{\text { d }}{=}-\hat{B}$ we have

$$
I=\mathbb{P}(y+\hat{B}(t)>a) .
$$

To study the second term is useful to define the "time reversed" Brownian motion

$$
W(u)=\hat{B}(t-u)-\hat{B}(t),
$$

for $0 \leq u \leq t$. Note that $W$ is also a Brownian motion for $0 \leq u \leq t$ since it is continuous and its finite dimensional distributions are Gaussian with the right covariances.

Let $M_{W}(t)=\max _{0 \leq u \leq t} W(u)$. Then $M_{W}(t)=\hat{M}(t)-\hat{B}(t)$. Since $W(t)=-\hat{B}(t)$, we have:

$$
I I=\mathbb{P}\left(y+W(t) \leq a \text { and } M_{W}(t)>a\right) .
$$

If we use the reflection principle by reflecting $W(u)$ at the first time it hits $a$ we get another Brownian motion $W^{*}(u)$. In terms of this Brownian motion we have $I I=\mathbb{P}\left(W^{*}(t) \geq a+y\right)$. Since $W^{*} \stackrel{\text { d }}{=}-\hat{B}$, it follows $I I=\mathbb{P}(y+\hat{B}(t) \leq-a)$. The Brownian motion $\hat{B}(t)$ has continuous distribution, and so, by adding $I$ and $I I$, we get

$$
\mathbb{P}(y \vee \hat{M}(t)-\hat{B}(t)>a)=\mathbb{P}(|y+\hat{B}(t)|>a) .
$$

This proves the claim and, consequently, the theorem.

Proposition 11.7. Two Markov processes in $\mathbb{R}^{d}$ with continuous paths, with the same initial distribution and transition kernel are identical in law.

Outline of Proof. The finite dimensional distributions are the same. From this we deduce that the restriction of both processes to rational times agree in distribution. Finally we can use continuity of paths to prove that they agree, as processes, in distribution (see Freedman 1971 for more details).

Since the process $Y(t)$ is continuous and has the same distribution as $|B(t)|$ (they have the same Markov transition kernel and same initial distribution) this proposition implies $\{Y(t)\} \stackrel{\mathrm{d}}{=}\{|B(t)|\}$.
11.2. Hausdorff dimension of $Z_{B}$. We already know that $Z_{B}$ is an uncountable set with no isolated points. In this section, we will prove that, with probability one, the Hausdorff dimension of $Z_{B}$ is $1 / 2$. It turns out that it is relatively easy to bound from below the dimension of the zero set of $Y(t)$ (also known as set of record values of $B$ ). Then, by the results in the last section, this dimension must be the same of $Z_{B}$ since these two (random) sets have the same distribution.

Definition 11.8. A time $t$ is a record time for $B$ if $Y(t)=M(t)-B(t)=0$, i.e., if $t$ is a global maximum from the left.

The next lemma gives a lower bound on the Hausdorff dimension of the set of record times.

Lemma 11.9. With probability $1, \operatorname{dim}\{t \in[0,1]: Y(t)=0\} \geq 1 / 2$.
Proof. Since $M(t)$ is an increasing function, we can regard it as a distribution function of a measure $\mu$, with $\mu(a, b]=M(b)-M(a)$. This measure is supported on the set of record times. We know that, with probability one, the Brownian motion is Hölder continuous with any exponent $\alpha<1 / 2$. Thus

$$
M(b)-M(a) \leq \max _{0 \leq h \leq b-a} B(a+h)-B(a) \leq C_{\alpha}(b-a)^{\alpha}
$$

where $\alpha<1 / 2$ and $C_{\alpha}$ is some random constant that doesn't depend on $a$ or $b$. By the Mass Distribution Principle, we get that, a.s., $\operatorname{dim}\{t \in[0,1]: Y(t)=0\} \geq \alpha$. By choosing a sequence $\alpha_{n} \uparrow 1 / 2$ we finish the proof.

Recall that the upper Minkowski dimension of a set is an upper bound for the Hausdorff dimension. To estimate the Minkowski dimension of $Z_{B}$ we will need to know

$$
\begin{equation*}
\mathbb{P}(\exists t \in(a, a+\epsilon): B(t)=0) \tag{11.1}
\end{equation*}
$$

This probability can be computed explicitly and we will leave this as an exercise.
Exercise 11.10. Compute (11.1).
Solution. Conditional on $B(a)=x>0$ we have

$$
\mathbb{P}(\exists t \in(a, a+\epsilon): B(t)=0 \mid B(a)=x)=\mathbb{P}\left(\min _{a \leq t \leq a+\epsilon} B(t)<0 \mid B(a)=x\right) .
$$

But the right hand side is equal to

$$
\mathbb{P}\left(\max _{0<t<\epsilon} B(t)>x\right)=2 \mathbb{P}(B(\epsilon)>x),
$$

using the reflection principle.
By considering also the case where $x$ is negative we get

$$
\mathbb{P}(\exists t \in(a, a+\epsilon): B(t)=0)=4 \int_{0}^{\infty} \int_{x}^{\infty} \frac{e^{-\frac{y^{2}}{2 \epsilon}-\frac{x^{2}}{2 a}}}{2 \pi \sqrt{a \epsilon}} d y d x
$$

Computing this last integral explicitly, we get

$$
\mathbb{P}(\exists t \in(a, a+\epsilon): B(t)=0)=\frac{2}{\pi} \arctan \sqrt{\frac{\bar{\epsilon}}{a}}
$$

However, for our purposes, the following estimate will suffice.
Lemma 11.11. For any $a, \epsilon>0$ we have

$$
\mathbb{P}(\exists t \in(a, a+\epsilon): B(t)=0) \leq C \sqrt{\frac{\epsilon}{a+\epsilon}}
$$

for some appropriate positive constant $C$.
Proof. Consider the event $A$ given by $|B(a+\epsilon)| \leq \sqrt{\epsilon}$. By the scaling property of the Brownian motion, we can give the upper bound

$$
\begin{equation*}
\mathbb{P}(A)=\mathbb{P}\left(|B(1)| \leq \sqrt{\frac{\epsilon}{a+\epsilon}}\right) \leq 2 \sqrt{\frac{\epsilon}{a+\epsilon}} \tag{11.2}
\end{equation*}
$$

However, knowing that Brownian motion has a zero in $(a, a+\epsilon)$ makes the event $A$ very likely. Indeed, we certainly have

$$
\mathbb{P}(A) \geq \mathbb{P}(A \text { and } 0 \in B[a, a+\epsilon])
$$

and the strong Markov property implies that

$$
\begin{equation*}
\mathbb{P}(A) \geq \tilde{c} \mathbb{P}(0 \in B[a, a+\epsilon]) \tag{11.3}
\end{equation*}
$$

where

$$
\tilde{c}=\min _{a \leq t \leq a+\epsilon} \mathbb{P}(A \mid B(t)=0)
$$

Because the minimum is achieved when $t=a$, we have

$$
\tilde{c}=\mathbb{P}(|B(1)| \leq 1)>0
$$

by using the scaling property of the Brownian motion.
From inequalities (11.2) and (11.3), we conclude

$$
\mathbb{P}(0 \in B[a, a+\epsilon]) \leq \frac{2}{\tilde{c}} \sqrt{\frac{\epsilon}{a+\epsilon}}
$$

For any, possibly random, closed set $A \subset[0,1]$, define a function

$$
N_{m}(A)=\sum_{k=1}^{2^{m}} 1_{\left\{A \cap\left[\frac{k-1}{2^{m}}, \frac{k}{2^{m}}\right] \neq \emptyset\right\}}
$$

This function counts the number of intervals of the form $\left[\frac{k-1}{2^{m}}, \frac{k}{2^{m}}\right]$ intersected by the set $A$ and so is a natural object if we want to compute the Minkowski dimension of $A$. In the
special case where $A=Z_{B}$ we have

$$
N_{m}\left(Z_{B}\right)=\sum_{k=1}^{2^{m}} 1_{\left\{0 \in B\left[\frac{k-1}{2^{m}}, \frac{k}{2^{m}}\right]\right\}}
$$

The next lemma shows that estimates on the expected value of $N_{m}(A)$ will give us bounds on the Minkowski dimension (and hence on the Hausdorff dimension).

Lemma 11.12. Suppose $A$ is a closed random subset of $[0,1]$ such that

$$
\mathbb{E} N_{m}(A) \leq c 2^{m \alpha}
$$

for some $c, \alpha>0$. Then $\overline{\operatorname{dim}}_{M}(A) \leq \alpha$.
Proof. Consider

$$
\mathbb{E} \sum_{m=1}^{\infty} \frac{N_{m}(A)}{2^{m(\alpha+\epsilon)}},
$$

for $\epsilon>0$. Then, by the monotone convergence theorem,

$$
\mathbb{E} \sum_{m=1}^{\infty} \frac{N_{m}(A)}{2^{m(\alpha+\epsilon)}}=\sum_{m=1}^{\infty} \frac{\mathbb{E} N_{m}(A)}{2^{m(\alpha+\epsilon)}}<\infty .
$$

This estimate implies that

$$
\sum_{m=1}^{\infty} \frac{N_{m}(A)}{2^{m(\alpha+\epsilon)}}<\infty \quad \text { a.s. }
$$

and so, with probability one,

$$
\limsup _{m \rightarrow \infty} \frac{N_{m}(A)}{2^{m(\alpha+\epsilon)}}=0 .
$$

From the last equation follows

$$
\overline{\operatorname{dim}}_{M}(A) \leq \alpha+\epsilon, \quad \text { a.s.. }
$$

Let $\epsilon \rightarrow 0$ through some countable sequence to get

$$
\overline{\operatorname{dim}}_{M}(A) \leq \alpha, \quad \text { a.s.. }
$$

And this completes the proof of the lemma.
To get an upper bound on the Hausdorff dimension of $Z_{B}$ note that

$$
\mathbb{E} N_{m}\left(Z_{B}\right) \leq C \sum_{k=1}^{2^{m}} \frac{1}{\sqrt{k}} \leq \tilde{C} 2^{m / 2}
$$

since $\mathbb{P}\left(\exists t \in\left[\frac{k-1}{2^{m}}, \frac{k}{2^{m}}\right]: B(t)=0\right) \leq \frac{C}{\sqrt{k}}$. Thus, by the last lemma, $\overline{\operatorname{dim}}_{M}\left(Z_{B}\right) \leq 1 / 2$ a.s. This implies immediately $\operatorname{dim}_{H}\left(Z_{B}\right) \leq 1 / 2$ a.s. Combining this estimate with Lemma 11.9 we have

Theorem 11.13. With probability one we have

$$
\operatorname{dim}_{\mathcal{H}}\left(Z_{B}\right)=\frac{1}{2} .
$$

From this proof we can also infer that $\mathcal{H}^{1 / 2}\left(Z_{B}\right)<\infty$ a.s. Later in the course we will prove that $\mathcal{H}^{1 / 2}\left(Z_{B}\right)=0$. However, it is possible to define a more sophisticated $\varphi$-Hausdorff measure for which, with probability one, $0<\mathcal{H}^{\varphi}\left(Z_{B}\right)<\infty$. Such a function $\varphi$ is called an exact Hausdorff measure function for $Z_{B}$.

## 12. Harris' Inequality and its consequences

We begin this section by proving Harris' inequality.
Lemma 12.1 (Harris' inequality). Suppose that $\mu_{1}, \ldots, \mu_{d}$ are Borel probability measures on $\mathbb{R}$ and $\mu=\mu_{1} \times \mu_{2} \times \ldots \times \mu_{d}$. Let $f, g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be measurable functions that are nondecreasing in each coordinate. Then,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f(x) g(x) d \mu \geq\left(\int_{\mathbb{R}^{d}} f(x) d \mu\right)\left(\int_{\mathbb{R}^{d}} g(x) d \mu\right), \tag{12.1}
\end{equation*}
$$

provided the above integrals are well-defined.
Proof. One can argue, using the Monotone Convergence Theorem, that it suffices to prove the result when $f$ and $g$ are bounded. We assume $f$ and $g$ are bounded and proceed by induction. Suppose $d=1$. Note that

$$
(f(x)-f(y))(g(x)-g(y)) \geq 0
$$

for all $x, y \in \mathbb{R}$. Therefore,

$$
\begin{aligned}
0 & \leq \int_{\mathbb{R}} \int_{\mathbb{R}}(f(x)-f(y))(g(x)-g(y)) d \mu(x) d \mu(y) \\
& =2 \int_{\mathbb{R}} f(x) g(x) d \mu(x)-2\left(\int_{\mathbb{R}} f(x) d \mu(x)\right)\left(\int_{\mathbb{R}} g(y) d \mu(y)\right),
\end{aligned}
$$

and (12.1) follows easily. Now, suppose (12.1) holds for $d-1$. Define

$$
f_{1}\left(x_{1}\right)=\int_{\mathbb{R}^{d-1}} f\left(x_{1}, \ldots, x_{d}\right) d \mu\left(x_{2}\right) \ldots d \mu_{d}\left(x_{d}\right)
$$

and define $g_{1}$ similarly. Note that $f_{1}\left(x_{1}\right)$ and $g_{1}\left(x_{1}\right)$ are non-decreasing functions of $x_{1}$. Since $f$ and $g$ are bounded, we may apply Fubini's Theorem to write the left hand side of (12.1) as

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{d-1}} f\left(x_{1}, \ldots, x_{d}\right) g\left(x_{1}, \ldots, x_{d}\right) d \mu_{2}\left(x_{2}\right) \ldots d \mu_{d}\left(x_{d}\right)\right) d \mu_{1}\left(x_{1}\right) . \tag{12.2}
\end{equation*}
$$

The integral in the parenthesis is at least $f_{1}\left(x_{1}\right) g_{1}\left(x_{1}\right)$ by the induction hypothesis. Thus, by using the result for the $d=1$ case we can bound (12.2) below by

$$
\left(\int_{\mathbb{R}} f_{1}\left(x_{1}\right) d \mu_{1}\left(x_{1}\right)\right)\left(\int_{\mathbb{R}} g_{1}\left(x_{1}\right) d \mu_{1}\left(x_{1}\right)\right)
$$

which equals the right hand side of (12.1), completing the proof.
Example 12.2. We say an event $A \subset \mathbb{R}^{d}$ is an increasing event if when $\tilde{x}_{i} \geq x_{i}$ and $\left(x_{1}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots x_{d}\right) \in A$, we have $\left(x_{1}, \ldots, x_{i-1}, \tilde{x}_{i}, x_{i+1}, \ldots x_{d}\right) \in A$. If $A$ and $B$ are increasing events, then it is easy to see by applying Harris' Inequality to the indicator functions $1_{A}$ and $1_{B}$ that $\mathbb{P}(A \cap B) \geq \mathbb{P}(A) \mathbb{P}(B)$.

Example 12.3. Let $X_{1}, \ldots, X_{n}$ be an i.i.d. sample, where each $X_{i}$ has distribution $\mu$. Given any $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, define the relabeling $x_{(1)} \geq x_{(2)} \geq \ldots \geq x_{(n)}$. Fix $i$ and $j$, and define $f\left(x_{1}, \ldots, x_{n}\right)=x_{(i)}$ and $g\left(x_{1}, \ldots, x_{n}\right)=x_{(j)}$. Then $f$ and $g$ are measurable and nondecreasing in each component. Therefore, if $X_{(i)}$ and $X_{(j)}$ denote the $i$ th and $j$ th order statistics of $X_{1}, \ldots, X_{n}$, then it follows from Harris' Inequality that $\mathbb{E}\left[X_{(i)} X_{(j)}\right] \geq \mathbb{E}\left[X_{(i)}\right] \mathbb{E}\left[X_{(j)}\right]$, provided these expectations are well-defined. See Lehmann (1966) and Bickel (1967) for further discussion.

For the rest of this section, let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables, and let $S_{k}=$ $\sum_{i=1}^{k} X_{i}$ be their partial sums. Denote

$$
\begin{equation*}
p_{n}=\mathbb{P}\left(S_{i} \geq 0 \text { for all } 1 \leq i \leq n\right) . \tag{12.3}
\end{equation*}
$$

Observe that the event that $\left\{S_{n}\right.$ is the largest among $\left.S_{0}, S_{1}, \ldots S_{n}\right\}$ is precisely the event that the reversed random walk $X_{n}+\ldots+X_{n-k+1}$ is nonnegative for all $k=1, \ldots, n$; thus this event also has probability $p_{n}$. The following theorem gives the order of magnitude of $p_{n}$.

Theorem 12.4. If the increments $X_{i}$ have a symmetric distribution (that is, $X_{i} \stackrel{\mathrm{~d}}{=}-X_{i}$ ) or have mean zero and finite variance, then there are positive constants $C_{1}$ and $C_{2}$ such that $C_{1} n^{-1 / 2} \leq p_{n} \leq C_{2} n^{-1 / 2}$ for all $n \geq 1$.

Proof. For the general argument, see Feller (1966), Section XII.8. We prove the result here for the simple random walk, that is when each $X_{i}$ takes values $\pm 1$ with probability half each.

Define the stopping time $\tau_{-1}=\min \left\{k: S_{k}=-1\right\}$. Then

$$
p_{n}=\mathbb{P}\left(S_{n} \geq 0\right)-\mathbb{P}\left(S_{n} \geq 0, \tau_{-1}<n\right) .
$$

Let $\left\{S_{j}^{*}\right\}$ denote the random walk reflected at time $\tau_{-1}$, that is

$$
\begin{array}{ll}
S_{j}^{*}=S_{j} & \text { for } j \leq \tau_{-1}, \\
S_{j}^{*}=(-1)-\left(S_{j}+1\right) & \text { for } j>\tau_{-1} .
\end{array}
$$

Note that if $\tau_{-1}<n$ then $S_{n} \geq 0$ if and only if $S_{n}^{*} \leq-2$, so

$$
p_{n}=\mathbb{P}\left(S_{n} \geq 0\right)-\mathbb{P}\left(S_{n}^{*} \leq-2\right) .
$$

Using symmetry and the reflection principle, we have

$$
p_{n}=\mathbb{P}\left(S_{n} \geq 0\right)-\mathbb{P}\left(S_{n} \geq 2\right)=\mathbb{P}\left(S_{n} \in\{0,1\}\right),
$$

which means that

$$
\begin{array}{ll}
\left.p_{n}=\mathbb{P}\left(S_{n}=0\right)=\binom{n}{n / 2}\right)^{-n} & \text { for } n \text { even, } \\
p_{n}=\mathbb{P}\left(S_{n}=1\right)=\binom{n}{(n-1) / 2} 2^{-n} & \text { for } n \text { odd. }
\end{array}
$$

Recall that Stirling's Formula gives $m!\sim \sqrt{2 \pi} m^{m+1 / 2} e^{-m}$, where the symbol $\sim$ means that the ratio of the two sides approaches 1 as $m \rightarrow \infty$. One can deduce from Stirling's Formula that

$$
p_{n} \sim \sqrt{\frac{2}{\pi n}}
$$

which proves the theorem.

The following theorem expresses, in terms of the $p_{i}$, the probability that $S_{j}$ stays between 0 and $S_{n}$ for $j$ between 0 and $n$. It will be used in the next section.

Theorem 12.5. We have $p_{n}^{2} \leq \mathbb{P}\left(0 \leq S_{j} \leq S_{n}\right.$ for all $\left.1 \leq j \leq n\right) \leq p_{\lfloor n / 2\rfloor}^{2}$.
Proof. The two events

$$
\begin{aligned}
& A=\left\{0 \leq S_{j} \text { for all } j \leq n / 2\right\} \text { and } \\
& B=\left\{S_{j} \leq S_{n} \text { for } j \geq n / 2\right\}
\end{aligned}
$$

are independent, since $A$ depends only on $X_{1}, \ldots, X_{\lfloor n / 2\rfloor}$ and $B$ depends only on the remaining $X_{\lfloor n / 2\rfloor+1}, \ldots, X_{n}$. Therefore,

$$
\mathbb{P}\left(0 \leq S_{j} \leq S_{n}\right) \leq \mathbb{P}(A \cap B)=\mathbb{P}(A) \mathbb{P}(B) \leq p_{\lfloor n / 2\rfloor}^{2},
$$

which proves the upper bound.
For the lower bound, we follow Peres (1996) and let $f\left(x_{1}, \ldots, x_{n}\right)=1$ if all the partial sums $x_{1}+\ldots+x_{k}$ for $k=1, \ldots, n$ are nonnegative, and $f\left(x_{1}, \ldots, x_{n}\right)=0$ otherwise. Also, define $g\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{n}, \ldots, x_{1}\right)$. Then $f$ and $g$ are nondecreasing in each component. Let $\mu_{j}$ be the distribution of $X_{j}$, and let $\mu=\mu_{1} \times \ldots \times \mu_{n}$. By Harris' Inequality,

$$
\int_{\mathbb{R}^{n}} f g d \mu \geq\left(\int_{\mathbb{R}^{n}} f d \mu\right)\left(\int_{\mathbb{R}^{n}} g d \mu\right)=p_{n}^{2}
$$

Also,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} f g d \mu & =\int_{\mathbb{R}^{n}} 1\left\{\text { for all } j, \quad x_{1}+\ldots+x_{j} \geq 0 \text { and } x_{j+1}+\ldots+x_{n} \geq 0\right\} d \mu \\
& =\mathbb{P}\left(0 \leq S_{j} \leq S_{n} \text { for all } 1 \leq j \leq n\right)
\end{aligned}
$$

which proves the lower bound.

## 13. Points of increase for random walks and Brownian motion

The material in this section has been taken, with minor modifications, from Peres (1996).
A real-valued function $f$ has a global point of increase in the interval ( $\mathbf{a}, \mathbf{b}$ ) if there is a point $t_{0} \in(a, b)$ such that $f(t) \leq f\left(t_{0}\right)$ for all $t \in\left(a, t_{0}\right)$ and $f\left(t_{0}\right) \leq f(t)$ for all $t \in\left(t_{0}, b\right)$. We say $t_{0}$ is a local point of increase if it is a global point of increase in some interval. Dvoretzky, Erdős and Kakutani (1961) proved that Brownian motion almost surely has no global points of increase in any time interval, or, equivalently, that Brownian motion has no local points of increase. Knight (1981) and Berman (1983) noted that this follows from properties of the local time of Brownian motion; direct proofs were given by Adelman (1985) and Burdzy (1990). Here we show that the nonincrease phenomenon holds for arbitrary symmetric random walks, and can thus be viewed as a combinatorial consequence of fluctuations in random sums.

Definition. Say that a sequence of real numbers $s_{0}, s_{1}, \ldots, s_{n}$ has a (global) point of increase at $k$ if $s_{i} \leq s_{k}$ for $i=0,1, \ldots, k-1$ and $s_{k} \leq s_{j}$ for $j=k+1, \ldots, n$.

Theorem 13.1. Let $S_{0}, S_{1}, \ldots, S_{n}$ be a random walk where the i.i.d. increments $X_{i}=$ $S_{i}-S_{i-1}$ have a symmetric distribution, or have mean 0 and finite variance. Then

$$
\mathbb{P}\left(S_{0}, \ldots, S_{n} \text { has a point of increase }\right) \leq \frac{C}{\log n}
$$

for $n>1$, where $C$ does not depend on $n$.
We will now see how this result implies the following
Corollary 13.2. Brownian motion almost surely has no points of increase.
Proof. To deduce this, it suffices to apply Theorem 13.1 to a simple random walk on the integers. Indeed it clearly suffices to show that the Brownian motion $\{B(t)\}_{t \geq 0}$ almost surely has no global points of increase in a fixed rational time interval $(a, b)$. Sampling the Brownian motion when it visits a lattice yields a simple random walk; by refining the lattice, we may make this walk as long as we wish, which will complete the proof. More precisely, for any vertical spacing $h>0$ define $\tau_{0}$ to be the first $t \geq a$ such that $B(t)$ is an integral multiple of $h$, and for $i \geq 0$ let $\tau_{i+1}$ be the minimal $t \geq \tau_{i}$ such that $\left|B(t)-B\left(\tau_{i}\right)\right|=h$. Define $N_{b}=\max \left\{k \in \mathbb{Z}: \tau_{k} \leq b\right\}$. For integers $i$ satisfying $0 \leq i \leq N_{b}$, define

$$
S_{i}=\frac{B\left(\tau_{i}\right)-B\left(\tau_{0}\right)}{h} .
$$

Then, $\left\{S_{i}\right\}_{i=1}^{N_{b}}$ is a finite portion of a simple random walk. If the Brownian motion has a (global) point of increase in ( $a, b$ ) at $t_{0}$, and if $k$ is an integer such that $\tau_{k-1} \leq t_{0} \leq \tau_{k}$, then this random walk has points of increase at $k-1$ and $k$. Such a $k$ is guaranteed to exist if $\left|B\left(t_{0}\right)-B(a)\right|>h$ and $\left|B\left(t_{0}\right)-B(b)\right|>h$. Therefore, for all $n$,

$$
\begin{equation*}
\mathbb{P}(\text { Brownian motion has a global point of increase in }(a, b)) \tag{13.1}
\end{equation*}
$$

$$
\begin{aligned}
\leq & \mathbb{P}\left(N_{b} \leq n\right)+\mathbb{P}\left(\left|B\left(t_{0}\right)-B(a)\right| \leq h\right)+\mathbb{P}\left(\left|B\left(t_{0}\right)-B(b)\right| \leq h\right) \\
& +\sum_{m=n+1}^{\infty} \mathbb{P}\left(S_{0}, \ldots, S_{m} \text { has a point of increase, and } N_{b}=m\right) .
\end{aligned}
$$

Note that $N_{b} \leq n$ implies $|B(b)-B(a)| \leq(n+1) h$, so

$$
\mathbb{P}\left(N_{b} \leq n\right) \leq \mathbb{P}(|B(b)-B(a)| \leq(n+1) h)=\mathbb{P}\left(|Z| \leq \frac{(n+1) h}{\sqrt{b-a}}\right),
$$

where $Z$ has a standard normal distribution. Since $S_{0}, \ldots, S_{m}$, conditioned on $N_{b}=m$ is a finite portion of a simple random walk, it follows from Theorem 13.1 that for some constant $C$, we have

$$
\begin{aligned}
& \sum_{m=n+1}^{\infty} \mathbb{P}\left(S_{0}, \ldots, S_{m} \text { has a point of increase, and } N_{b}=m\right) \\
\leq & \sum_{m=n+1}^{\infty} \mathbb{P}\left(N_{b}=m\right) \frac{C}{\log m} \leq \frac{C}{\log (n+1)} .
\end{aligned}
$$

Thus, the probability in (13.1) can be made arbitrarily small by first taking $n$ large and then picking $h>0$ sufficiently small.

To prove Theorem 13.1, we prove first
Theorem 13.3. For any random walk $\left\{S_{j}\right\}$ on the line,

$$
\begin{equation*}
\mathbb{P}\left(S_{0}, \ldots, S_{n} \text { has a point of increase }\right) \leq 2 \frac{\sum_{k=0}^{n} p_{k} p_{n-k}}{\sum_{k=0}^{\lfloor n / 2\rfloor} p_{k}^{2}} \tag{13.2}
\end{equation*}
$$

Proof. The idea is simple. The expected number of points of increase is the numerator in (13.3), and given that there is at least one such point, the expected number is bounded below by the denominator; the ratio of these expectations bounds the required probability.

To carry this out, denote by $I_{n}(k)$ the event that $k$ is a point of increase for $S_{0}, S_{1}, \ldots, S_{n}$ and by $F_{n}(k)=I_{n}(k) \backslash \cup_{i=0}^{k-1} I_{n}(i)$ the event that $k$ is the first such point. The events that $\left\{S_{k}\right.$ is largest among $\left.S_{0}, S_{1}, \ldots S_{k}\right\}$ and that $\left\{S_{k}\right.$ is smallest among $\left.S_{k}, S_{k+1}, \ldots S_{n}\right\}$ are independent, and therefore $\mathbb{P}\left(I_{n}(k)\right)=p_{k} p_{n-k}$.

Observe that if $S_{j}$ is minimal among $S_{j}, \ldots, S_{n}$, then any point of increase for $S_{0}, \ldots, S_{j}$ is automatically a point of increase for $S_{0}, \ldots, S_{n}$. Therefore for $j \leq k$ we can write

$$
\begin{aligned}
& F_{n}(j) \cap I_{n}(k)= \\
& \quad F_{j}(j) \cap\left\{S_{j} \leq S_{i} \leq S_{k} \text { for all } i \in[j, k]\right\} \cap\left\{S_{k} \text { is minimal among } S_{k}, \ldots, S_{n}\right\} .
\end{aligned}
$$

The three events on the right-hand side are independent, as they involve disjoint sets of summands; the second of these events is of the type considered in Theorem 12.5. Thus,

$$
\begin{aligned}
\mathbb{P}\left(F_{n}(j) \cap I_{n}(k)\right) & \geq \mathbb{P}\left(F_{j}(j)\right) p_{k-j}^{2} p_{n-k} \\
& \geq p_{k-j}^{2} \mathbb{P}\left(F_{j}(j)\right) \mathbb{P}\left(S_{j} \text { is minimal among } S_{j}, \ldots, S_{n}\right),
\end{aligned}
$$

since $p_{n-k} \geq p_{n-j}$. Here the two events on the right are independent, and their intersection is precisely $F_{n}(j)$. Consequently $\mathbb{P}\left(F_{n}(j) \cap I_{n}(k)\right) \geq p_{k-j}^{2} \mathbb{P}\left(F_{n}(j)\right)$.

Decomposing the event $I_{n}(k)$ according to the first point of increase gives

$$
\begin{align*}
\sum_{k=0}^{n} p_{k} p_{n-k} & =\sum_{k=0}^{n} \mathbb{P}\left(I_{n}(k)\right)=\sum_{k=0}^{n} \sum_{j=0}^{k} \mathbb{P}\left(F_{n}(j) \cap I_{n}(k)\right) \\
& \geq \sum_{j=0}^{\lfloor n / 2\rfloor} \sum_{k=j}^{j+\lfloor n / 2\rfloor} p_{k-j}^{2} \mathbb{P}\left(F_{n}(j)\right) \geq \sum_{j=0}^{\lfloor n / 2\rfloor} \mathbb{P}\left(F_{n}(j)\right) \sum_{i=0}^{\lfloor n / 2\rfloor} p_{i}^{2} . \tag{13.3}
\end{align*}
$$

This yields an upper bound on the probability that $\left\{S_{j}\right\}_{j=0}^{n}$ has a point of increase by time $n / 2$; but this random walk has a point of increase at time $k$ if and only if the "reversed" walk $\left\{S_{n}-S_{n-i}\right\}_{i=0}^{n}$ has a point of increase at time $n-k$. Thus, doubling the upper bound given by (13.3) proves the theorem.

Proof of Theorem 13.1. To bound the numerator in (13.3), we can use symmetry to deduce from Theorem 12.4 that

$$
\begin{aligned}
\sum_{k=0}^{n} p_{k} p_{n-k} & \leq 2+2 \sum_{k=1}^{\lfloor n / 2\rfloor} p_{k} p_{n-k} \\
& \leq 2+2 C_{2}^{2} \sum_{k=1}^{\lfloor n / 2\rfloor} k^{-1 / 2}(n-k)^{-1 / 2} \leq 2+4 C_{2}^{2} n^{-1 / 2} \sum_{k=1}^{\lfloor n / 2\rfloor} k^{-1 / 2},
\end{aligned}
$$

which is bounded above because the last sum is $O\left(n^{1 / 2}\right)$. Since Theorem 12.4 implies that the denominator in (13.2) is at least $C_{1}^{2} \log \lfloor n / 2\rfloor$, this completes the proof.

The following theorem shows that we can obtain a lower bound on the probability that a random walk has a point of increase that differs from the upper bound only by a constant factor.

Theorem 13.4. For any random walk on the line,

$$
\begin{equation*}
\mathbb{P}\left(S_{0}, \ldots, S_{n} \text { has a point of increase }\right) \geq \frac{\sum_{k=0}^{n} p_{k} p_{n-k}}{2 \sum_{k=0}^{\lfloor n / 2\rfloor} p_{k}^{2}} . \tag{13.4}
\end{equation*}
$$

In particular if the increments have a symmetric distribution, or have mean 0 and finite variance, then $\mathbb{P}\left(S_{0}, \ldots, S_{n}\right.$ has a point of increase $) \asymp 1 / \log n$ for $n>1$, where the symbol $\asymp$ means that the ratio of the two sides is bounded above and below by positive constants that do not depend on $n$.

Proof. Using (13.3), we get

$$
\sum_{k=0}^{n} p_{k} p_{n-k}=\sum_{k=0}^{n} \mathbb{P}\left(I_{n}(k)\right)=\sum_{k=0}^{n} \sum_{j=0}^{k} \mathbb{P}\left(F_{n}(j) \cap I_{n}(k)\right) .
$$

Using Theorem 12.5 , we see that for $j \leq k \leq n$, we have

$$
\begin{aligned}
\mathbb{P}\left(F_{n}(j) \cap I_{n}(k)\right) & \leq \mathbb{P}\left(F_{n}(j) \cap\left\{S_{j} \leq S_{i} \leq S_{k} \text { for } j \leq i \leq k\right\}\right) \\
& \leq \mathbb{P}\left(F_{n}(j)\right) p_{\lfloor(k-j) / 2\rfloor}^{2} .
\end{aligned}
$$

Thus,

$$
\sum_{k=0}^{n} p_{k} p_{n-k} \leq \sum_{k=0}^{n} \sum_{j=0}^{k} \mathbb{P}\left(F_{n}(j)\right) p_{\lfloor(k-j) / 2\rfloor}^{2} \leq \sum_{j=0}^{n} \mathbb{P}\left(F_{n}(j)\right) \sum_{i=0}^{n} p_{\lfloor i / 2\rfloor}^{2}
$$

This implies (13.4). The assertion concerning symmetric or mean 0 , finite variance walks follows from Theorem 12.4 and the proof of Theorem 13.1.
13.1. Further Discussion and Open Problems. One might be interested in pursuing an analog of the preceding results for two-dimensional random walks. Consider, for instance, a Gaussian random walk, where the increments $X_{i}$ have a bivariate normal distribution with mean zero and covariance matrix $\mathbf{I}$. The projection of this Gaussian random walk onto any fixed line is a Gaussian random walk in one dimension, and by Theorem 13.4 the probability that it has a point of increase tends to zero at the rate $O(1 / \log n)$. One may then ask what is the probability that there exists a line such that the Gaussian
random walk, projected onto that line, has a point of increase. Unpublished calculations by R. Pemantle seem to indicate that this probability does not converge to zero at a rate faster than $O(1 / \log \log n)$. Although it is conjectured that the probability does converge to zero at the rate $O(1 / \log \log n)$, it is an open question whether it converges to zero at all. For three-dimensional random walks, the probability that the random walk, projected onto some line, has a point of increase does not converge to zero as $n \rightarrow \infty$.

A continuous analog to this question is whether, for Brownian motion in the plane, there exists a line such that the Brownian motion path, projected onto that line, has a global point of increase. An equivalent question is whether the Brownian motion path admits cut lines. (We say a line $l$ is a cut line for the Brownian motion if, for some $t_{0}, B(t)$ lies on one side of $l$ for all $t<t_{0}$ and on the other side of $l$ for all $t>t_{0}$.) To see the equivalence, note that $l$ is a cut line if and only if the Brownian motion, projected onto a line perpendicular to $l$, has a point of increase. It was proved by Bass and Burdzy (1997) that Brownian motion almost surely does not has cut lines. It is still unknown whether a Gaussian random walk in the plane will have cut lines.

Burdzy (1989) showed that Brownian motion in the plane almost surely does have cut points, which are points $B\left(t_{0}\right)$ such that the Brownian motion path with the point $B\left(t_{0}\right)$ removed is disconnected. It is conjectured that the Hausdorff dimension of the set of cut points is $3 / 4$. This conjecture has recently been proven by Lawler, Schramm and Werner (2000). For Brownian motion in three dimensions, there almost surely exist cut planes, where we say $P$ is a cut plane if for some $t_{0}, B(t)$ lies on one side of the plane for $t<t_{0}$ and on the other side for $t>t_{0}$.
R. Pemantle has shown that a Brownian motion path almost surely does not cover any straight line segment. Which curves can and can not be covered by a Brownian motion path is, in general, an open question. Also unknown is the minimal Hausdorff dimension of curves in a typical Brownian motion path. Burdzy and Lawler (1990) showed this minimal dimension to be at most $3 / 2-1 / 4 \pi^{2} \approx 1.47$.

## 14. Frostman's Lemma, energy, and dimension doubling

In this section, we prove a Lemma due to Frostman (1935) and show how it can be used to prove a converse to the energy theorem. We then show how the energy theorem can be used to deduce a result concerning the Hausdorff dimension of $B(K)$ for closed sets $K$.

Lemma 14.1. If $K \subset \mathbb{R}^{d}$ is a closed set such that $\mathcal{H}^{\alpha}(K)>0$, then there exists a nonzero Borel probability measure $\mu$ supported on $K$ such that $\mu(D)<C|D|^{\alpha}$ for all Borel sets $D$, where $C$ is a constant not depending on $D$ and $|D|$ denotes the diameter of $D$.

We will give a proof discovered in the 1980s that is much simpler than Frostman's original proof. It is based on the MaxFlow-MinCut Theorem of Ford and Fulkerson (1956) which we state below (for the special case of trees).

Consider a tree with vertex set $V$, directed edge set $E$, and root $r$. To each $e \in E$, we assign a bound $b(e)$. A flow is a function $f: E \rightarrow \mathbb{R}^{+}$such that for all $v \in V$ such that $v$ is not the root or a terminal node we have $f\left(e_{v}\right)=\sum_{e \in B_{v}} f(e)$, where $e_{v}$ denotes the edge ending at $v$ and $B_{v}$ denotes the set of edges emanating from $e_{v}$. Thus, the flow into and out of each vertex other than the root is conserved. The strength of the flow, denoted $\|f\|$, is defined to be $\sum_{e \in B_{r}} f(e)$, or the total flow out of the root. We say $\pi \subset E$ is a cutset if
any path starting from the root that is infinite or ends at a terminal node must traverse an edge in $\pi$. The MaxFlow-Mincut Theorem, which is proven, for example, in Polya, et. al. (1983), says that

$$
\sup _{f \leq b}\|f\|=\inf _{\text {cutsets } \pi} \sum_{e \in \pi} b(e),
$$

so the strength of the strongest flow equals the total size of the minimal cut.
Proof of Frostman's Lemma. We may assume $K \subset[0,1]^{d}$. Any cube in $\mathbb{R}^{d}$ of side length $s$ can be split into $2^{d}$ cubes of side length $s / 2$. We first create a tree with a root that we associate with the cube $[0,1]^{d}$. Every vertex in the tree has $2^{d}$ edges emanating from it, each leading to a vertex that is associated with one of the $2^{d}$ sub-cubes with half the side length of the original cube. We then erase the edges ending in vertices associated with sub-cubes that do not intersect $K$. For any edge $e$ at level $n$ that remains, define $b(e)=2^{-n \alpha}$. Note that if $x \in K$, then there is an infinite path emanating from the root, all of whose vertices are associated with cubes that contain $x$ and thus intersect $K$. Any cutset must contain one of the edges emanating from these vertices, which means the cubes associated with the endpoints of the edges in any cutset must cover $K$. Since $\mathcal{H}^{\alpha}(K)>0$, there is $\delta>0$ such that

$$
\inf \left\{\sum_{j}\left|A_{j}\right|^{\alpha}: K \subset \cup_{j} A_{j},\left|A_{j}\right| \leq \delta\right\}>0
$$

Thus, by the MaxFlow-MinCut Theorem, there exists a flow $f$ of positive strength that meets the bound.

We now show how to define a suitable measure on the space of infinite paths. Define $\tilde{\mu}(\{$ all paths through $e\})=f(e)$. It is easily checked that the collection $\mathcal{C}$ of sets of the form \{all paths through $e$ \} is a semi-algebra (Recall this means that if $S, T \in \mathcal{C}$, then $S \cap T \in \mathcal{C}$ and $S^{c}$ is a finite disjoint union of sets in $\mathcal{C}$ ). Because the flow through any vertex is preserved, $\tilde{\mu}$ is countably additive. Thus, using Theorem A1.3 of Durrett (1996), we can extend $\tilde{\mu}$ to a measure $\mu$ on $\sigma(\mathcal{C})$. We can interpret $\mu$ as a Borel measure on $[0,1]^{d}$ satisfying $\mu\left(C_{v}\right)=f\left(e_{v}\right)$, where $C_{v}$ is the cube associated with the vertex $v$ and $e_{v}$ is the edge ending at $v$. Since $K$ is closed, any $x \in K^{c}$ is in one of the sub-cubes removed during the construction. Hence, $\mu$ is supported on $K$. Suppose $D$ is a Borel subset of $\mathbb{R}^{d}$. Let $n$ be the integer such that $2^{-n}<\left|D \cap[0,1]^{d}\right| \leq 2^{-(n-1)}$. Then, $D \cap[0,1]^{d}$ can be covered with $3^{d}$ of the cubes in the above construction having side length $2^{-n}$. Using the bound, we have $\mu(D) \leq 3^{d} 2^{-n \alpha} \leq 3^{d}|D|^{\alpha}$, so we have a finite measure $\mu$ satisfying the conclusion of the Lemma. Renormalizing to get a probability measure completes the proof.

The following result is a converse to the Frostman's Energy Theorem 6.6.
Theorem 14.2 (Frostman, 1935). If $K \subset \mathbb{R}^{d}$ is closed and $\operatorname{dim}_{\mathcal{H}}(K)>\alpha$, then there exists a Borel probability measure $\mu$ on $K$ such that

$$
\mathcal{E}_{\alpha}(\mu)=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{d \mu(x) d \mu(y)}{|x-y|^{\alpha}}<\infty .
$$

Proof. Since $\operatorname{dim}_{\mathcal{H}}(K)>\alpha$, there exists a $\beta>\alpha$ such that $\mathcal{H}^{\beta}(K)>0$. By Frostman's Lemma, there exists a nonzero Borel probability measure $\mu$ on $K$ and constant $C$ such that $\mu(D) \leq C|D|^{\beta}$ for all Borel sets $D$. By restricting $\mu$ to a smaller set if necessary, we
can make the support of $\mu$ have diameter less than one. Fix $x \in K$, and for $k \geq 1$ let $S_{k}(x)=\left\{y: 2^{-k}<|x-y| \leq 2^{1-k}\right\}$. Since $\mu$ has no atoms, we have

$$
\int_{\mathbb{R}^{d}} \frac{d \mu(y)}{|x-y|^{\alpha}}=\sum_{k=1}^{\infty} \int_{S_{k}(x)} \frac{d \mu(y)}{|x-y|^{\alpha}} \leq \sum_{k=1}^{\infty} \mu\left(S_{k}(x)\right) 2^{k \alpha}
$$

where the equality follows from the Monotone Convergence Theorem and the inequality holds by the definition of the $S_{k}$. Also,

$$
\sum_{k=1}^{\infty} \mu\left(S_{k}(x)\right) 2^{k \alpha} \leq C \sum_{k=1}^{\infty}\left|2^{2-k}\right| 2^{k \alpha}=C^{\prime} \sum_{k=1}^{\infty} 2^{k(\alpha-\beta)},
$$

where $C^{\prime}=2^{2 \beta} C$. Since $\beta>\alpha$, we have

$$
\mathcal{E}_{\alpha}(\mu) \leq C^{\prime} \sum_{k=1}^{\infty} 2^{k(\alpha-\beta)}<\infty
$$

which proves the theorem.
Definition. The $\alpha$-capacity of a set $K$, denoted $\operatorname{Cap}_{\alpha}(K)$, is

$$
\left[\inf _{\mu} \mathcal{E}_{\alpha}(\mu)\right]^{-1}
$$

where the infimum is over all Borel probability measures supported on $K$. If $\mathcal{E}_{\alpha}(\mu)=\infty$ for all such $\mu$, then we say $\operatorname{Cap}_{\alpha}(K)=0$.

Theorem 14.3 (McKean, 1955). Let $B$ denote Brownian motion in $\mathbb{R}^{d}$. Let $A \subset[0, \infty)$ be a closed set such that $\operatorname{dim}_{\mathcal{H}}(A) \leq d / 2$. Then, almost surely $\operatorname{dim}_{\mathcal{H}} B(A)=2 \operatorname{dim}_{\mathcal{H}}(A)$.

Remark. Theorem 14.3 requires $A$ to be fixed. If we allow a random $A$ depending on the Brownian path, then the conclusion still holds if $d \geq 2$. However, for $d=1$, suppose $A=Z_{B}=\left\{t: B_{1}(t)=0\right\}$. We have shown that $\operatorname{dim}_{\mathcal{H}}\left(Z_{B}\right)=1 / 2$ almost surely, but $\operatorname{dim}_{\mathcal{H}}\left(B_{1}\left(Z_{B}\right)\right)=\operatorname{dim}_{\mathcal{H}}(\{0\})=0$.

Proof of Theorem 14.3. Let $\alpha<\operatorname{dim}_{\mathcal{H}}(A)$. By Theorem 14.2, there exists a Borel probability measure $\mu$ on $A$ such that $\mathcal{E}_{\alpha}(\mu)<\infty$. Denote by $\mu_{B}$ the random measure on $\mathbb{R}^{d}$ defined by

$$
\mu_{B}(D)=\mu\left(B_{d}^{-1}(D)\right)=\mu\left(\left\{t: B_{d}(t) \in D\right\}\right)
$$

for all Borel sets $D$. Then

$$
\mathbb{E}\left[\mathcal{E}_{2 \alpha}\left(\mu_{B}\right)\right]=\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{d \mu_{B}(x) d \mu_{B}(y)}{|x-y|^{2 \alpha}}\right]=\mathbb{E}\left[\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{d \mu(t) d \mu(s)}{\left|B_{d}(t)-B_{d}(s)\right|^{2 \alpha}}\right],
$$

where the second equality can be verified by a change of variables. Note that the denominator on the right hand side has the same distribution as $|t-s|^{\alpha}|Z|^{2 \alpha}$, where $Z$ is a $d$-dimensional standard normal random variable. Since $2 \alpha<d$ we have:

$$
\mathbb{E}\left[|Z|^{-2 \alpha}\right]=\frac{1}{(2 \pi)^{d / 2}} \int_{\mathbb{R}^{d}}|y|^{-2 \alpha} e^{-|y|^{2} / 2} d y<\infty .
$$

Hence, using Fubini's Theorem,

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{E}_{2 \alpha}\left(\mu_{B}\right)\right] & =\int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}\left[|Z|^{-2 \alpha}\right] \frac{d \mu(t) d \mu(s)}{|t-s|^{\alpha}} \\
& \leq \mathbb{E}\left[|Z|^{-2 \alpha}\right] \mathcal{E}_{\alpha}(\mu)<\infty
\end{aligned}
$$

Thus, $\mathbb{E}\left[\mathcal{E}_{2 \alpha}\left(\mu_{B}\right)\right]<\infty$, whence $\mathcal{E}_{2 \alpha}\left(\mu_{B}\right)<\infty$ a.s. Moreover, $\mu_{B}$ is supported on $B_{d}(A)$ since $\mu$ is supported on $A$. It follows from the Energy Theorem 6.6 that $\operatorname{dim}_{\mathcal{H}} B_{d}(A) \geq 2 \alpha$ a.s. By letting $\alpha \rightarrow \operatorname{dim}_{\mathcal{H}}(A)$, we see that $\operatorname{dim}_{\mathcal{H}}\left(B_{d}(A)\right) \geq 2 \operatorname{dim}_{\mathcal{H}}(A)$ almost surely.

Using that $B_{d}$ is almost surely $\gamma$-Hölder for all $\gamma<1 / 2$, it follows from Lemma 5.11 that $\operatorname{dim}_{\mathcal{H}}\left(B_{d}(A)\right) \leq 2 \operatorname{dim}_{\mathcal{H}}(A)$ a.s. This finishes the proof of Theorem 14.3.

Remark. Suppose $2 \alpha<d$. Our proof of Theorem 14.3 shows that if $\operatorname{Cap}_{\alpha}(A)>0$, then $\operatorname{Cap}_{2 \alpha}\left(B_{d}(A)\right)>0$ almost surely. The converse of this statement is also true, but much harder to prove.

Theorem 14.4 (The Law of the Iterated Logarithm). For $\psi(t)=\sqrt{2 t \log \log t}$

$$
\limsup _{t \rightarrow \infty} \frac{B(t)}{\psi(t)}=1 \quad \text { a.s. }
$$

Remark. By symmetry it follows that

$$
\liminf _{t \rightarrow \infty} \frac{B(t)}{\psi(t)}=-1 \quad \text { a.s. }
$$

Khinchin proved the Law of Iterated Logarithm for simple random walk, Kolmogorov for other walks, and Lévy for Brownian motion. The proof for general random walks is much simpler through Brownian motion than directly.

Proof. The main idea is to scale by a geometric sequence. We will first prove the upper bound. Fix $\epsilon>0$ and $q>1$. Let

$$
A_{n}=\left\{\max _{0 \leq t \leq q^{n}} B(t) \geq(1+\epsilon) \psi\left(q^{n}\right)\right\} .
$$

By Theorem 8.6 the maximum of Brownian motion up to a fixed time $t$ has the same distribution as $|B(t)|$. Therefore

$$
\mathbb{P}\left(A_{n}\right)=\mathbb{P}\left[\frac{\left|B\left(q^{n}\right)\right|}{\sqrt{q^{n}}} \geq \frac{(1+\epsilon) \psi\left(q^{n}\right)}{\sqrt{q^{n}}}\right] .
$$

We can use the tail estimate $\mathbb{P}(Z>x) \leq e^{x^{2} / 2}$ for $x>1$ (by Lemma 2.5) to conclude that for large $n$ :

$$
\mathbb{P}\left(A_{n}\right) \leq \exp \left(-(1+\epsilon)^{2} \log \log q^{n}\right)=\frac{1}{(n \log q)^{(1+\epsilon)^{2}}}
$$

which is summable in $n$. Since $\sum_{n} \mathbb{P}\left(A_{n}\right)<\infty$, by the Borel-Cantelli Lemma we get that only finitely many of these events occur. For large $t$ write $q^{n-1} \leq t<q^{n}$. We have

$$
\frac{B(t)}{\psi(t)}=\frac{B(t)}{\psi\left(q^{n}\right)} \frac{\psi\left(q^{n}\right)}{q^{n}} \frac{t}{\psi(t)} \frac{q^{n}}{t} \leq(1+\epsilon) q,
$$

since $\psi(t) / t$ is decreasing in $t$. Thus

$$
\limsup _{t \rightarrow \infty} \frac{B(t)}{\psi(t)} \leq(1+\epsilon) q \quad \text { a.s. }
$$

but since this holds for any $\epsilon>0$ and $q>1$ we have proved that $\lim \sup B(t) / \psi(t) \leq 1$.
For the lower bound, fix $q>1$. In order to use the Borel-Cantelli lemma in the other direction, we need to create a sequence of independent events. Let

$$
D_{n}=\left\{B\left(q^{n}\right)-B\left(q^{n-1}\right) \geq \psi\left(q^{n}-q^{n-1}\right)\right\}
$$

we will now use Lemma 2.5 for large $x$ :

$$
\mathbb{P}(Z>x) \geq \frac{c e^{-x^{2} / 2}}{x}
$$

Using this estimate we get

$$
\mathbb{P}\left(D_{n}\right)=\mathbb{P}\left[Z \geq \frac{\psi\left(q^{n}-q^{n-1}\right)}{\sqrt{q^{n}-q^{n-1}}}\right] \geq c \frac{e^{-\log \log \left(q^{n}-q^{n-1}\right)}}{\sqrt{2 \log \log \left(q^{n}-q^{n-1}\right)}} \geq \frac{c e^{-\log (n \log q)}}{\sqrt{2 \log (n \log q)}}>\frac{c^{\prime}}{n \log n}
$$

and therefore $\sum_{n} \mathbb{P}\left(D_{n}\right)=\infty$. Thus for infinitely many $n$

$$
B\left(q^{n}\right) \geq B\left(q^{n-1}\right)+\psi\left(q^{n}-q^{n-1}\right) \geq-2 \psi\left(q^{n-1}\right)+\psi\left(q^{n}-q^{n-1}\right)
$$

where the second inequality follows from applying the previously proven upper bound to $-B\left(q^{n-1}\right)$. From the above we get that for infinitely many $n$ :

$$
\begin{equation*}
\frac{B\left(q^{n}\right)}{\psi\left(q^{n}\right)} \geq \frac{-2 \psi\left(q^{n-1}\right)+\psi\left(q^{n}-q^{n-1}\right)}{\psi\left(q^{n}\right)} \geq \frac{-2}{\sqrt{q}}+\frac{q^{n}-q^{n-1}}{q^{n}} \tag{14.1}
\end{equation*}
$$

to obtain the second inequality first note that

$$
\frac{\psi\left(q^{n-1}\right)}{\psi\left(q^{n}\right)}=\frac{\psi\left(q^{n-1}\right)}{\sqrt{q^{n-1}}} \frac{\sqrt{q^{n}}}{\psi\left(q^{n}\right)} \frac{1}{\sqrt{q}} \leq \frac{1}{\sqrt{q}}
$$

since $\psi(t) / \sqrt{t}$ is increasing in $t$ for large $t$. For the second term we just use the fact that $\psi(t) / t$ is decreasing in $t$.

Now (14.1) implies that

$$
\limsup _{t \rightarrow \infty} \frac{B(t)}{\psi(t)} \geq-\frac{2}{\sqrt{q}}+1-\frac{1}{q} \quad \text { a.s. }
$$

and letting $q \uparrow \infty$ concludes the proof of the upper bound.
Corollary 14.5. If $\left\{\lambda_{n}\right\}$ is a sequence of random times (not necessarily stopping times) satisfying $\lambda_{n} \rightarrow \infty$ and $\lambda_{n+1} / \lambda_{n} \rightarrow 1$ a.s., then

$$
\limsup _{n \rightarrow \infty} \frac{B\left(\lambda_{n}\right)}{\psi\left(\lambda_{n}\right)}=1 \quad \text { a.s. }
$$

Furthermore, if $\lambda_{n} / n \rightarrow a$ a.s., then

$$
\limsup _{n \rightarrow \infty} \frac{B\left(\lambda_{n}\right)}{\psi(a n)}=1 \quad \text { a.s. }
$$

Proof. The upper bound follows from the upper bound for continuous time. To prove the lower bound, we might run into the problem that $\lambda_{n}$ and $q^{n}$ may not be close for large $n$; we have to exclude the possibility that $\lambda_{n}$ is a sequence of times where the value of Brownian motion is too small. To get around this problem define

$$
D_{k}^{*}=D_{k} \cap\left\{\min _{q^{k} \leq t \leq q^{k+1}} B(t)-B\left(q^{k}\right) \geq-\sqrt{q^{k}}\right\} \stackrel{\text { def }}{=} D_{k} \cap \Omega_{k}
$$

Note that $D_{k}$ and $\Omega_{k}$ are independent events. Moreover, by scaling, $\mathbb{P}\left(\Omega_{k}\right)$ is a constant $c_{q}>0$ that does not depend on $k$. Thus $\mathbb{P}\left(D_{k}^{*}\right)=c_{q} \mathbb{P}\left(D_{k}\right)$, so the sum of these probabilities is infinite. The events $\left\{D_{2 k}^{*}\right\}$ are independent, so by the Borel-Cantelli lemma, for infinitely many (even) $k$,

$$
\min _{q^{k} \leq t \leq q^{k+1}} B(t) \geq \psi\left(q^{k}\right)\left(1-\frac{1}{q}-\frac{2}{\sqrt{q}}\right)-\sqrt{q^{k}}
$$

Now define $n(k)=\min \left\{n: \lambda_{n}>q^{k}\right\}$. Since the ratios $\lambda_{n+1} / \lambda_{n}$ tend to 1 , it follows that $q^{k} \leq \lambda_{n(k)}<q^{k+1}$ for all large $k$. Thus for infinitely many $k$ :

$$
\frac{B\left(\lambda_{n(k)}\right)}{\psi\left(\lambda_{n(k)}\right)} \geq \frac{\psi\left(q^{k}\right)}{\psi\left(\lambda_{n(k)}\right)}\left[1-\frac{1}{q}-\frac{2}{\sqrt{q}}\right]-\frac{\sqrt{q^{k}}}{\psi\left(\lambda_{n(k)}\right)} .
$$

But since $\sqrt{q^{k}} / \psi\left(q^{k}\right) \rightarrow 0$ we conclude that

$$
\limsup _{n \rightarrow \infty} \frac{B\left(\lambda_{n}\right)}{\psi\left(\lambda_{n}\right)} \geq 1-\frac{1}{q}-\frac{2}{\sqrt{q}}
$$

and since the left hand side does not depend on $q$ we arrive at the desired conclusion.
For the last part, note that if $\lambda_{n} / n \rightarrow a$ then $\psi\left(\lambda_{n}\right) / \psi(a n) \rightarrow 1$.
Corollary 14.6. If $\left\{S_{n}\right\}$ is a simple random walk on $\mathbb{Z}$, then a.s.

$$
\limsup _{n \rightarrow \infty} \frac{S_{n}}{\psi(n)}=1
$$

This immediately follows from the previous corollary by setting:

$$
\lambda_{0}=0, \quad \lambda_{n}=\min \left\{t>\lambda_{n-1}:\left|B(t)-B\left(\lambda_{n-1}\right)\right|=1\right\} .
$$

The waiting times $\left\{\lambda_{n}-\lambda_{n-1}\right\}$ are i.i.d. random variables with mean 1 by Wald's equation(see (15.2) below). By the law of large numbers $\lambda_{n} / n$ will converge to 1 , and the corollary follows.

Proposition 14.7 (Wald's Lemma for Brownian Motion). Let $\tau$ be a stopping time for Brownian motion such that $\mathbb{E}[\tau]<\infty$, then $\mathbb{E}[B(\tau)]=0$.

Sketch of Proof. Let $X_{i}$ be independent and have the distribution of $B(\tau)$. If we show that $\frac{\sum_{i=1}^{n} X_{i}}{n} \rightarrow 0$ a.s., then it would follow that $\mathbb{E}[B(\tau)]=0$. (Note that if $\mathbb{E}\left|X_{i}\right|=\infty$, then we would a.s. infinitely often have $\left|X_{i}\right|>i$, and therefore, the limit would not exist a.s.). Define $\tau_{n}$ inductively by stopping the Brownian motion $\left\{B(t)-B\left(\tau_{n-1}\right)\right\}_{t \geq \tau_{n-1}}$ at the stopping time $\tau$. By the law of large numbers: $\lim _{n \rightarrow \infty} \frac{\tau_{n}}{n}=\mathbb{E}[\tau]$, so by the law of iterated logarithm (Corollary 14.5), $\lim _{n \rightarrow \infty} \frac{B\left(\tau_{n}\right)}{\tau_{n}}=0$ a.s., and therefore, $\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n} X_{i}}{n}=$ $\lim _{n \rightarrow \infty} \frac{B\left(\tau_{n}\right)}{n}=0$ a.s.

## 15. Skorokhod's representation

Our goal here is to find a stopping time with finite expected value at which Brownian motion has a given mean 0 distribution. If the distribution is on two points $a<0<b$, then this is easy. Define

$$
\begin{equation*}
\tau_{a, b}=\min \left\{t: B_{t} \in\{a, b\}\right\} . \tag{15.1}
\end{equation*}
$$

Let $\tau=\tau_{a, b}$. Then, by Wald's Lemma,

$$
0=\mathbb{E} B_{\tau}=a \mathbb{P}\left(B_{\tau}=a\right)+b \mathbb{P}\left(B_{\tau}=b\right)
$$

Then,

$$
\begin{aligned}
& \mathbb{P}\left(B_{\tau}=a\right)=\frac{b}{|a|+b}, \\
& \mathbb{P}\left(B_{\tau}=b\right)=\frac{|a|}{|a|+b} .
\end{aligned}
$$

By the corollary of Wald's Lemma,

$$
\begin{equation*}
\mathbb{E} \tau=\mathbb{E} B_{\tau}^{2}=\frac{a^{2} b}{|a|+b}+\frac{b^{2}|a|}{|a|+b}=|a| b . \tag{15.2}
\end{equation*}
$$

Let the distribution of the random variable $X_{1}$ be $\mu_{a, b}$, such that,

$$
X_{1}= \begin{cases}a & \text { with probability } \frac{b}{|a|+b}  \tag{15.3}\\ b & \text { with probability } \frac{|a|}{|a|+b} .\end{cases}
$$

Then, we have

$$
B_{\tau} \stackrel{\mathrm{d}}{=} X_{1}
$$

Theorem 15.1 (Skorokhod's Representation, 1965). Let $B$ be the standard Brownian motion on $\mathbb{R}$.
(i) If $X$ is a real random variable, then, there exists a stopping time $\tau$, which is finite a.s., such that $B_{\tau}$ has the same distribution as $X$.
(ii) If $\mathbb{E} X=0$ and $\mathbb{E} X^{2}<\infty$, then $\tau$ can be chosen to have finite mean.

Only part (ii) of the theorem is useful.
Proof.
(i) Pick $X$ according to its distribution. Define $\tau=\min \{t: B(t)=X\}$. Since a.s. the range of Brownian motion consists of all the real numbers, it is clear $\tau$ is finite a.s
(ii) Let $X$ have distribution $\nu$ on $\mathbb{R}$. We can assume $\nu$ has no mass on $\{0\}$, i.e., $\nu(\{0\})=0$. For, suppose $\nu(\{0\})>0$. Write $\nu=\nu(\{0\}) \delta_{0}+(1-\nu(\{0\}) \tilde{\nu}$, where the distribution $\tilde{\nu}$ has no mass on $\{0\}$. Let stopping time $\tilde{\tau}$ be the solution of the problem for the distribution $\tilde{\nu}$. The solution for the distribution $\nu$ is,

$$
\tau= \begin{cases}\tilde{\tau} & \text { with probability } 1-\nu(\{0\}) \\ 0 & \text { with probability } \nu(\{0\}) .\end{cases}
$$

Then, $\mathbb{E} \tau=(1-\nu(\{0\})) \mathbb{E} \tilde{\tau}<\infty$ and $B(\tau)$ has distribution $\nu$. From now on, we assume $\nu(\{0\})=0$. ¿From $\mathbb{E} X=0$ it follows that:

$$
M \stackrel{\text { def }}{=} \int_{0}^{\infty} x d \nu=-\int_{-\infty}^{0} x d \nu
$$

Let $\phi: \mathbb{R} \longrightarrow \mathbb{R}$ be a non-negative measurable function. Then

$$
\begin{aligned}
M \int_{-\infty}^{\infty} \phi(x) d \nu & =M \int_{0}^{\infty} \phi(y) d \nu(y)+M \int_{-\infty}^{0} \phi(z) d \nu(z) \\
& =\int_{-\infty}^{0}(-z) d \nu(z) \int_{0}^{\infty} \phi(y) d \nu(y)+\int_{0}^{\infty} y d \nu(y) \int_{-\infty}^{0} \phi(z) d \nu(z) \\
& =\int_{-\infty}^{0} \int_{0}^{\infty}(y \phi(z)-z \phi(y)) d \nu(y) d \nu(z) .
\end{aligned}
$$

In the last step, we applied Fubini to the second integral. By the definition of the distribution $\mu_{z, y}$ in (15.3), we can write

$$
y \phi(z)-z \phi(y)=(|z|+y) \int_{\{z, y\}} \phi(x) d \mu_{z, y}(x) .
$$

Then,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi(x) d \nu=\frac{1}{M} \int_{-\infty}^{0} \int_{0}^{\infty}\left(\int_{\{z, y\}} \phi(x) d \mu_{z, y}(x)\right)(|z|+y) d \nu(y) d \nu(z) \tag{15.4}
\end{equation*}
$$

Consider the random variable $(Z, Y)$ on the space $(-\infty, 0) \times(0, \infty)$ with the distribution defined by

$$
\begin{equation*}
\mathbb{P}((Z, Y) \in A) \stackrel{\text { def }}{=} \frac{1}{M} \int_{A}(|z|+y) d \nu(y) d \nu(z) \tag{15.5}
\end{equation*}
$$

for all Borel set A on $(-\infty, 0) \times(0, \infty)$. It is easy to verify that (15.5) defines a probability measure. In particular, let $\phi(x)=1$, and by (15.4),

$$
\frac{1}{M} \int_{-\infty}^{0} \int_{0}^{\infty}(|z|+y) d \nu(y) d \nu(z)=1
$$

Once $(Z, Y)$ is defined, (15.4) can be rewritten as

$$
\begin{equation*}
\mathbb{E} \phi(X)=\int_{-\infty}^{\infty} \phi(x) d \nu=\mathbb{E}\left[\int_{\{Z, Y\}} \phi d \mu_{Z, Y}\right] \tag{15.6}
\end{equation*}
$$

In the last term above, the expectation is taken with respect to the distribution of $(Z, Y)$. The randomness comes from $(Z, Y)$. When $\phi$ is any bounded measurable function, apply (15.6) to the positive and negative part of $\phi$ separately. We conclude that (15.6) holds for any bounded measurable function.

The stopping time $\tau$ is defined as follows. Let the random variable ( $Z, Y$ ) be independent of the Brownian motion $B$. Now let $\tau=\tau_{Z, Y}$ be as in (15.1). In words, the stopping rule is to first pick the values for $Z, Y$ independent of the Brownian motion, according to the distribution defined by (15.5). Stop when the Brownian motion reaches either $Z$ or $Y$ for
the first time. Notice that $\tau$ is a stopping time with respect to the Brownian filtration $\mathcal{F}_{t}=\sigma\left\{\{B(s)\}_{s \leq t}, Z, Y\right\}$.

Next, we will show $B(\tau) \stackrel{\mathrm{d}}{=} X$. Indeed, for any bounded measurable function $\phi$ :

$$
\begin{aligned}
\mathbb{E} \phi(B(\tau)) & =\mathbb{E}\left[\mathbb{E}\left[\phi\left(B\left(\tau_{Z, Y}\right)\right) \mid Z, Y\right]\right] \\
& =\mathbb{E}\left[\int_{\{Z, Y\}} \phi d \mu_{Z, Y}\right]=\mathbb{E} \phi(X) .
\end{aligned}
$$

Here the second equality is due to the definition of $\tau_{Z, Y}$, and the third one is due to (15.6).
The expectation of $\tau$ can be computed similarly:

$$
\mathbb{E} \tau=\mathbb{E}\left[\mathbb{E}\left[\tau_{Z, Y} \mid Z, Y\right]\right]=\mathbb{E}\left[\int_{\{Z, Y\}} x^{2} d \mu_{Z, Y}\right]=\int x^{2} d \nu(x) .
$$

The second equality follows from the corollary of Wald's Lemma, and the third one, from (15.6), by letting $\phi(x)=x^{2}$.
15.1. Root's Method. Root (1969) showed that for a random variable $X$ with $\mathbb{E} X=$ 0 and $\mathbb{E} X^{2}<\infty$, there exits a closed set $A \subset \mathbb{R}^{2}$, such that $B(\tau) \stackrel{\text { d }}{=} X$ and $\mathbb{E} \tau=\mathbb{E} X^{2}$, for $\tau=\min \{t:(t, B(t)) \in A\}$. In words, $\tau$ is the first time the Brownian graph hits the set $A$. (see Figure 15.1). This beautiful result is not useful in practice since the proof is based on a topological existence theorem, and does not provide a construction of the set $A$.


Figure 15.1. Root's Approach - the shaded area is the set $A$
To illustrate the difference between Skorokhod's method and Root's method, let the random variable $X$ take values in $\{-2,-1,1,2\}$, each with probability $1 / 4$. Since this is a very simple case, it is not necessary to go through the procedure shown in the proof of the theorem. The Skorokhod's stopping rule simply says: with probability $1 / 2$ stop at the first time $|B(t)|=1$ and with probability $1 / 2$ stop at the first time $|B(t)|=2$. Figure 15.2 illustrates both the Skorokhod's stopping rule and the Root's stopping rule. In Root's stopping rule, the two dimensional set $A$ consists of four horizontal lines represented by $\{(x, y): x \geq M,|y|=1\} \cup\{(x, y): x \geq 0,|y|=2\}$, for some $M>0$. This is intuitively clear by the following argument. Let $M$ approache 0 . The Brownian motion takes value of 1 or -1 , each with probability $1 / 2$, at the first time the Brownian graph hits the set $A$. Let $M$ approache $\infty$. The Brownian motion takes value of 2 or -2 , each with probability $1 / 2$, at the first time the Brownian graph hits the set $A$. Since the probability assignment is a continuous function of $M$, by the intermediate value theorem, there exists an $M>0$ such that

$$
\mathbb{P}(B(\tau)=2)=\mathbb{P}(B(\tau)=1)=\mathbb{P}(B(\tau)=-1)=\mathbb{P}(B(\tau)=-2)=1 / 4
$$

However, it is difficult to compute $M$ explicitly. The third graph in Figure 15.2 shows an alternative way to define the two-dimensional set $A$.


Figure 15.2. Comparison of Skorokhod's and Root's Approach - From left to right: Skorokhod's; Root's I; and Root's II
15.2. Dubins' Stopping Rule. Skorokhod's stopping rule depends on random variables (i.e., $Z, Y$ in the proof of the theorem) independent of the Brownian motion. Since the Brownian motion contains a lot of randomness, it seems possible not to introduce the extra randomness. Dubins (1968) developed a method for finding the stopping time following this idea. We use the same $X$ above as an example. First, run the Brownian motion until $|B(t)|=3 / 2$. Then, stop when it hits one of the original four lines. Figure 15.3 gives the graphical demonstration of this procedure. To generalize it to the discrete case, let $X$ have discrete distribution $\nu$. Suppose $\nu(\{0\})=0$. First, find the centers of mass for the positive and negative part of the distribution separately. For example, for the positive part, the center of mass is,

$$
\frac{\int_{0}^{\infty} x d \nu}{\nu([0, \infty])}
$$

Run the Brownian motion till it reaches one of the centers of mass, either positive or negative. Then shift the distribution so that the center of mass is at 0 . Normalize the distribution (the positive or negative part corresponding to the center of mass). Then repeat the procedure until exactly one line lies above the center of mass and another one lies below it, or until the center of mass overlaps with the last line left. Stop the Brownian motion when it hits one of these two lines in the former case, or when it hits the last center of mass.


Figure 15.3. Dubins' Approach - From left to right: random variable $X$; general discrete random variable. The dotted lines are the centers of mass for the positive or negative part.

In the case where $X$ has a continuous distribution, it needs to be approximated by discrete distributions. See Dudley (1989) for details.
15.3. Azéma-Yor's Stopping Rule. See Chapter VI, Section 5 of Revuz and Yor (1994) for reference.
15.4. Skorokhod's representation for a sequence of random variables. Let $\left\{X_{i}\right\}_{i \geq 1}$ be independent random variables with mean 0 and finite variances. Let $\tau_{1}$ be a stopping time with $\mathbb{E} \tau_{1}=\mathbb{E} X_{1}^{2}$ and $B\left(\tau_{1}\right) \stackrel{\mathrm{d}}{=} X_{1} .\left\{B\left(\tau_{1}+t\right)-B\left(\tau_{1}\right)\right\}_{t \geq 0}$ is again a Brownian motion. Then, we can find a stopping time $\tau_{2}$ with $\mathbb{E} \tau_{2}=\mathbb{E} X_{2}^{2}$, and $B\left(\tau_{1}+\tau_{2}\right)-B\left(\tau_{1}\right) \stackrel{\mathrm{d}}{=} X_{2}$ and is independent of $\mathcal{F}_{\tau_{1}}$. Repeat the procedure for $\tau_{3}, \tau_{4} \cdots$, etc. Define $T_{1}=\tau_{1}$, and $T_{n}=\tau_{1}+\tau_{2}+\cdots+\tau_{n}$. Then, $B\left(T_{k}+\tau_{k+1}\right)-B\left(T_{k}\right) \stackrel{\mathrm{d}}{=} X_{k+1}$ and is independent of $\mathcal{F}_{T_{k}}$. We get,

$$
\begin{aligned}
B\left(T_{n}\right) & \stackrel{\mathrm{d}}{=} X_{1}+X_{2}+\cdots+X_{n} \\
\mathbb{E} T_{n} & =\sum_{i=1}^{n} \mathbb{E} \tau_{i}=\sum_{i=1}^{n} \mathbb{E} X_{i}^{2}
\end{aligned}
$$

This is a very useful formulation. For example, if $\left\{X_{i}\right\}_{i \geq 1}$ is an i.i.d. sequence of random variables, then $\left\{\tau_{i}\right\}_{i \geq 1}$ is also i.i.d. By the Strong Law of Large Numbers, $\frac{T_{n}}{n} \longrightarrow \mathbb{E} \tau_{1}=\mathbb{E} X_{1}^{2}$ almost surely, as $n \longrightarrow \infty$. Let $S_{n}=\sum_{i=1}^{n} X_{i}=B\left(T_{n}\right)$. By the Corollary 14.5 of the Law of Iterated Logarithm (LIL) for the Brownian motion, we have,

$$
\limsup _{n \rightarrow \infty} \frac{S_{n}}{\sqrt{2 n \log \log n} \sqrt{\mathbb{E} X_{1}^{2}}}=1
$$

This was first proved by Strassen (1964).

## 16. Donsker's Invariance Principle

Let $\left\{X_{i}\right\}_{i \geq 1}$ be i.i.d. random variables with mean 0 and finite variances. By normalization, we can assume the variance $\operatorname{Var}\left(X_{i}\right)=1$, for all $i$. Let $S_{n}=\sum_{i=1}^{n} X_{i}$, and interpolate it linearly to get the continuous paths $\left\{S_{t}\right\}_{t \geq 0}$ (Figure 16.1).

Theorem 16.1 (Donsker's Invariance Principle). As $n \longrightarrow \infty$,

$$
\left\{\frac{S_{t n}}{\sqrt{n}}\right\}_{0 \leq t \leq 1} \stackrel{\text { in law }}{\Longrightarrow}\left\{B_{t}\right\}_{0 \leq t \leq 1},
$$

i.e., if $\psi: \tilde{C}[0,1] \longrightarrow \mathbb{R}$, where $\tilde{C}[0,1]=\{f \in C[0,1]: f(0)=0\}$, is a bounded continuous function with respect to the sup norm, then, as $n \longrightarrow \infty$,

$$
\mathbb{E} \psi\left(\left\{\frac{S_{t n}}{\sqrt{n}}\right\}_{0 \leq t \leq 1}\right) \longrightarrow \mathbb{E} \psi\left(\left\{B_{t}\right\}_{0 \leq t \leq 1}\right) .
$$

Remark. The proof of the theorem shows we may replace the assumption of continuity of $\psi$ by the weaker assumption that $\psi$ is continuous at almost all Brownian paths.


Figure 16.1. Derivation of $S_{t}$ by linear interpolation of the random walk $S_{n}$

### 16.1. Applications of Donsker's Theorem.

Example 16.2. As $n \longrightarrow \infty$,

$$
\frac{\max _{1 \leq k \leq n} S_{k}}{\sqrt{n}} \stackrel{\text { in law }}{\Longrightarrow} \max _{0 \leq t \leq 1} B(t)
$$

i.e., for any constant $a$,

$$
\mathbb{P}\left(\max _{1 \leq k \leq n} S_{k} \geq a \sqrt{n}\right) \longrightarrow \frac{2}{\sqrt{2 \pi}} \int_{a}^{\infty} e^{-u^{2} / 2} d u
$$

because by Theorem 8.6

$$
\mathbb{P}\left(\max _{0 \leq t \leq 1} B(t) \geq a\right)=2 \mathbb{P}(B(1) \geq a)
$$

To prove this, let $\phi: \mathbb{R} \longrightarrow \mathbb{R}$ be a bounded continuous function. Take the function $\psi(f)=\phi\left(\max _{[0,1]} f\right)$. Then $\psi$ is a bounded and continuous function on $\tilde{C}[0,1]$. By the construction of $\left\{S_{t}\right\}_{t \geq 0}$, we have

$$
\mathbb{E} \psi\left(\left\{\frac{S_{t n}}{\sqrt{n}}\right\}_{0 \leq t \leq 1}\right)=\mathbb{E} \phi\left(\max _{0 \leq t \leq 1}\left\{\frac{S_{t n}}{\sqrt{n}}\right\}\right)=\mathbb{E} \phi\left(\frac{\max _{1 \leq k \leq n} S_{k}}{\sqrt{n}}\right) .
$$

Also,

$$
\mathbb{E} \psi\left(\{B(t)\}_{0 \leq t \leq 1}\right)=\mathbb{E} \phi\left(\max _{0 \leq t \leq 1} B(t)\right) .
$$

Then, by Donsker's Theorem,

$$
\mathbb{E} \phi\left(\frac{\max _{1 \leq k \leq n} S_{k}}{\sqrt{n}}\right) \longrightarrow \mathbb{E} \phi\left(\max _{0 \leq t \leq 1} B(t)\right)
$$

Example 16.3. As $n \longrightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n} \max \left\{1 \leq k \leq n: S_{k} S_{k-1} \leq 0\right\} \stackrel{\text { in law }}{\Longrightarrow} \max \{0 \leq t \leq 1 \mid B(t)=0\} \tag{16.1}
\end{equation*}
$$

The left hand side is the last time between 1 to $n$, scaled by $n$, that the random walk crosses 0 . The right hand side is the last zero of Brownian motion in $[0,1]$. Its distribution can be explicitly calculated.

To prove (16.1), define the function $\psi$ by $\psi(f)=\max \{t \leq 1: f(t)=0\} . \psi$ is not a continuous function on $\tilde{C}[0,1]$. But it is continuous at every $f \in \tilde{C}[0,1]$ with the property that

$$
f(\psi(f)-\varepsilon, \psi(f)+\varepsilon)
$$

contains a neighborhood of 0 for every $\varepsilon>0$. To elaborate this, suppose $f(t)>0$ for $\psi(f)<t \leq 1$. For any given $\varepsilon>0$, let $\delta_{0}=\min _{[\psi(f)+\varepsilon, 1]} f(t)$. Choose $\delta_{1}>0$ so that $\left(-\delta_{1}, \delta_{1}\right) \subseteq f(\psi(f)-\varepsilon, \psi(f)+\varepsilon)$. Choose a positive $\delta<\min \left\{\delta_{0}, \delta_{1}\right\}$. Then, $\psi(f-\delta)-\psi(f)<$ $\varepsilon$, and $\psi(f)-\psi(f+\delta)<\varepsilon$ (Figure 16.2). Let $\tilde{f} \in \tilde{C}[0,1]$ such that $\|\tilde{f}-f\|_{\infty}<\delta$. Then, for every $t, f(t)-\delta \leq \tilde{f}(t) \leq f(t)+\delta$. Hence, $|\psi(\tilde{f})-\psi(f)|<\varepsilon$. That is, $\psi$ is continuous at $f$. Since the last zero of a Brownian path on $[0,1]$ almost surely is strictly less than 1 , and is an accumulation point of zeroes from the left, the Brownian path almost surely has the property that $f$ has. Hence, $\psi$ is continuous at almost all Brownian paths.


Figure 16.2. Illustration that shows $\psi$ is continuous at almost all Brownian paths

Proof of Theorem 16.1. Let

$$
F_{n}(t)=\frac{S_{t n}}{\sqrt{n}}, 0 \leq t \leq 1
$$

By Skorokhod embedding, there exist stopping times $T_{k}, k=1,2, \ldots$ for some standard Brownian motion $B$ such that $S(k)=B\left(T_{k}\right)$. Define $W_{n}(t)=\frac{B(n t)}{\sqrt{n}}$. Note that $W_{n}$ is also a standard Brownian motion. We will show that for any $\epsilon>0$, as $n \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{0 \leq t \leq 1}\left|F_{n}-W_{n}\right|>\epsilon\right) \rightarrow 0 \tag{16.2}
\end{equation*}
$$

The theorem will follow since by (16.2) if $\psi: \tilde{C}[0,1] \rightarrow \mathbb{R}$ is bounded by $M$ and is continuous on almost every Brownian motion path, then for any $\delta>0$,

$$
\begin{equation*}
\mathbb{P}(\exists f: \| W-f| |<\epsilon,|\psi(W)-\psi(f)|>\delta) \tag{16.3}
\end{equation*}
$$

converges to 0 as $\epsilon \rightarrow 0$. Now

$$
\left|\mathbb{E} \psi\left(F_{n}\right)-\mathbb{E} \psi\left(W_{n}\right)\right| \leq \mathbb{E}\left|\psi\left(F_{n}\right)-\psi\left(W_{n}\right)\right|
$$

and the right hand side is bounded above by

$$
\begin{aligned}
& 2 M \mathbb{P}\left(\left\|W_{n}-F_{n}\right\| \geq \epsilon\right)+ \\
& 2 M \mathbb{P}\left(\left\|W_{n}-F_{n}\right\|<\epsilon,\left|\psi\left(W_{n}\right)-\psi\left(F_{n}\right)\right|>\delta\right)+\delta
\end{aligned}
$$

The second term is bounded by (16.3), so by setting $\delta$ small, then setting $\epsilon$ small and then setting $n$ large, the three terms of the last expression may be made arbitrarily small.

To prove (16.2), let $A_{n}$ be the event that $\left|F_{n}(t)-W_{n}(t)\right|>\epsilon$ for some $t$. We will show that $\mathbb{P}\left(A_{n}\right) \rightarrow 0$.

Let $k=k(t)$ designate the integer such that $\frac{k-1}{n} \leq t<\frac{k}{n}$. Then, since $F_{n}(t)$ is linearly interpolated between $F_{n}\left(\frac{k-1}{n}\right)$ and $F_{n}\left(\frac{k}{n}\right)$,

$$
A_{n} \subset\left\{\exists t:\left|\frac{S(k)}{\sqrt{n}}-W_{n}(t)\right|>\epsilon\right\} \bigcup\left\{\exists t:\left|\frac{S(k-1)}{\sqrt{n}}-W_{n}(t)\right|>\epsilon\right\}
$$

Writing $S(k)=B\left(T_{k}\right)=\sqrt{n} W_{n}\left(T_{k} / n\right)$, we get

$$
A_{n} \subset\left\{\exists t:\left|W_{n}\left(\frac{T_{k}}{n}\right)-W_{n}(t)\right|>\epsilon\right\} \bigcup\left\{\exists t:\left|W_{n}\left(\frac{T_{k-1}}{n}\right)-W_{n}(t)\right|>\epsilon\right\}
$$

Given $\delta \in(0,1)$, the event on the right implies that either

$$
\begin{equation*}
\left\{\exists t:\left|T_{k} / n-t\right| \vee\left|T_{k-1} / n-t\right| \geq \delta\right\} \tag{16.4}
\end{equation*}
$$

or

$$
\left\{\exists s, t \in[0,2]:|s-t|<\delta,\left|W_{n}(s)-W_{n}(t)\right|>\epsilon\right\}
$$

Since each $W_{n}$ is a standard Brownian motion, by choosing $\delta$ small, the probability of the later event can be made arbitrarily small.

To conclude the proof, all we have to show is that for each $\delta$, the probability of (16.4) converges to 0 as $n \rightarrow \infty$. In fact, we will show that this event only happens for finitely many $n$ a.s. Since we chose $k$ so that $t$ is in the interval $[(k-1) / n, k / n]$, the absolute
differences in (16.4) are bounded above by the maximum of these distances when we let $t=(k-1) / n$ and $k / n$. This implies that (16.4) is a subset of the union of the events

$$
\begin{equation*}
\left\{\sup _{0 \leq k \leq n} \frac{\left|T_{k}-k+c\right|}{n}>\delta\right\} \tag{16.5}
\end{equation*}
$$

for $c=-1,0$ and $c=1$. Note the deterministic fact that if a real sequence $\left\{a_{n}\right\}$ satisfies $\lim a_{n} / n \rightarrow 1$, then $\sup _{0 \leq k \leq n}\left|a_{k}-k\right| / n \rightarrow 0$. Since $T_{n}$ is a sum of i.i.d. mean 1 random variables, the Law of Large Numbers enables us to apply this to $a_{n}=T_{n}+c$, and conclude that (16.5) happens only finitely many times, as desired.

## 17. Harmonic functions and Brownian motion in $\mathbb{R}^{d}$

Definition 17.1. Let $D \subset \mathbb{R}^{d}$ be a domain (a connected open set). $u: D \rightarrow \mathbb{R}$ is harmonic if it is measurable, locally bounded (i.e. bounded on closed balls in $D$ ) and for any ball $B=B(x, r) \subset D$,

$$
u(x)=\frac{1}{\mathcal{L}_{d}(B)} \int_{B} u(y) d y .
$$

Remark. If $u$ is harmonic in $D$, then it is continuous in $D$ : If $x_{n} \rightarrow x$ then

$$
u(y) \mathbf{1}\left(B\left(x_{n}, r\right)\right)(y) \underset{n \rightarrow \infty}{\text { a.e. }} u(y) \mathbf{1}(B(x, r))(y),
$$

thus, by the Dominated Convergence Theorem, $u\left(x_{n}\right) \rightarrow u(x)$.
Theorem 17.2. Let $u$ be measurable and locally bounded in $D$. Then, $u$ is harmonic in D iff:

$$
\begin{equation*}
u(x)=\frac{1}{\sigma_{d-1}(S(x, r))} \int_{S(x, r)} u(y) d \sigma_{d-1}(y), \tag{17.1}
\end{equation*}
$$

where $S(x, r)=\{y:|y-x|=r\}$, and $\sigma_{d-1}$ is the $(d-1)$-dimensional Hausdorff measure.
Proof. Assume $u$ is harmonic. Define:

$$
\int_{S(x, r)} u(y) d \sigma_{d-1}(y)=\Psi(r) r^{d-1}
$$

We will show that $\Psi$ is constant. Indeed, for any $R>0$,

$$
R^{d} \mathcal{L}_{d}(B(x, 1)) u(x)=\mathcal{L}_{d}(B(x, R)) u(x)=\int_{B(x, R)} u(y) d y=\int_{0}^{R} \Psi(r) r^{d-1} d r
$$

Differentiate w.r.t. $R$ to obtain:

$$
d \mathcal{L}_{d}(B(x, 1)) u(x)=\Psi(R) .
$$

and therefore $\Psi(R)$ is constant. It follows from the well known identity $d \mathcal{L}_{d}(B(x, r)) / r=$ $\sigma_{d-1}(S(x, r))$ that (17.1) holds.

For the other direction, note that (17.1) implies that $u(x)=\mathcal{L}_{d}(B(x, r))^{-1} \int_{B(x, r)} u(y) d y$ by Fubini's Theorem.

Remark. Here is an equivalent definition for harmonicity. $u$ is harmonic if $u$ is continuous, twice differentiable, and $\Delta u=\sum_{i} \frac{\partial^{2} u}{\left(\partial x_{i}\right)^{2}}=0$.

## Definition 17.3.

$$
G(x, y)=\int_{0}^{\infty} p(x, y, t) d t, x, y \in \mathbb{R}^{d}
$$

is the Green function in $\mathbb{R}^{d}$, where $p(x, y, t)$ is the Brownian transition density function, $p(x, y, t)=(2 \pi t)^{-d / 2} \exp \left(-\frac{|x-y|^{2}}{2 t}\right)$.

Proposition 17.4. The Green function $G$ satisfies:
(1) $G(x, y)$ is finite iff $x \neq y$ and $d>2$.
(2) $G(x, y)=G(y, x)=G(y-x, 0)$.
(3) $G(x, 0)=c_{d}|x|^{2-d}$ where $c_{d}=\Gamma(d / 2-1) /\left(2 \pi^{d / 2}\right)$.

Proof. Facts 1. and 2. are immediate. For 3., note that:

$$
G(x, 0)=\int_{0}^{\infty}(2 \pi t)^{-d / 2} \exp \left(-\frac{|x|^{2}}{2 t}\right) d t
$$

Substituting $s=\frac{|x|^{2}}{2 t}$, we obtain:

$$
G(x, 0)=\int_{0}^{\infty}\left(\frac{\pi|x|^{2}}{s}\right)^{-d / 2} e^{-s} \frac{|x|^{2}}{2 s^{2}} d s=|x|^{2-d} \frac{\pi^{-d / 2}}{2} \int_{0}^{\infty} e^{-s} s^{\frac{d}{2}-2} d s
$$

(The integral is known as $\Gamma\left(\frac{d}{2}-1\right)$ ).
One probabilistic meaning of $G$ is given in the following proposition:
Proposition 17.5. Define $F_{r}(x)=\int_{B(0, r)} G(x, z) d z$. Then:

$$
\begin{equation*}
F_{r}(x)=\mathbb{E}_{x} \int_{0}^{\infty} \mathbf{1}\left(W_{t} \in B(0, r)\right) d t \tag{17.2}
\end{equation*}
$$

In words: $F_{r}(x)$ is the expected time the Brownian motion started at $x$ spends in $B(0, r)$.
Proof. By Fubini's Theorem and the definition of the Markov kernel $p$, we have

$$
F_{r}(x)=\int_{0}^{\infty} \int_{B(0, r)} p(x, z, t) d z d t=\int_{0}^{\infty} \mathbb{P}_{x}(W(t) \in B(0, r)) d t
$$

Applying Fubini another time,

$$
\begin{equation*}
F_{r}(x)=\mathbb{E}_{x} \int_{0}^{\infty} \mathbf{1}\left(W_{t} \in B(0, r)\right) d t \tag{17.3}
\end{equation*}
$$

as needed.
Theorem 17.6. For $d \geq 3: x \mapsto G(x, 0)$ is harmonic on $\mathbb{R}^{d} \backslash\{0\}$.
Proof. We prove that $F_{\epsilon}(x)$ is harmonic in $\mathbb{R}^{d} \backslash B(0, \epsilon)$, i.e.

$$
\begin{equation*}
F_{\epsilon}(x)=\frac{1}{\mathcal{L}_{d}(B(x, r))} \int_{B(x, r)} F_{\epsilon}(y) d y . \tag{17.4}
\end{equation*}
$$

for $0<r<|x|-\epsilon$. The theorem will follow from (17.4) since as $G$ is continuous we have:

$$
\begin{aligned}
G(x, 0) & =\lim _{\epsilon \rightarrow 0} \frac{F_{\epsilon}(x)}{\mathcal{L}_{d}(B(0, \epsilon))} \\
& =\lim _{\epsilon \rightarrow 0} \frac{1}{\mathcal{L}_{d}(B(0, r))} \int_{B(x, r)} \frac{F_{\epsilon}(y)}{\mathcal{L}_{d}(B(0, \epsilon))} d y \\
& =\frac{1}{\mathcal{L}_{d}(B(x, r))} \int_{B(x, r)} G(y, 0) d y
\end{aligned}
$$

where the last equality follows from the bounded convergence theorem.
Denote by $\nu_{d-1}=\sigma_{d-1} /\left\|\sigma_{d-1}\right\|$ the rotation-invariant probability measure on the unit sphere in $\mathbb{R}^{d}$. Fix $x \neq 0$ in $\mathbb{R}^{d}$, let $0<r<|x|$ and let $\epsilon<|x|-r$. Denote $\tau=\min \{t$ : $|W(t)-x|=r\}$. Since $W$ spends no time in $B(0, \epsilon)$ before time $\tau$, we can write $F_{\epsilon}(x)$ as

$$
\mathbb{E}_{x} \int_{\tau}^{\infty} \mathbf{1}\left(W_{t} \in B(0, \epsilon)\right) d t=\mathbb{E}_{x} \mathbb{E}_{x}\left[\int_{\tau}^{\infty} \mathbf{1}\left(W_{t} \in B(0, \epsilon)\right) d t \mid W_{\tau}\right]
$$

By the strong Markov property and since $W_{\tau}$ is uniform on the sphere of radius $r$ about $x$ by rotational symmetry, we conclude:

$$
F_{\epsilon}(x)=\mathbb{E}_{x} F_{\epsilon}\left(W_{\tau}\right)=\int_{S(0,1)} F_{\epsilon}(x+r y) d \nu_{d-1}(y) .
$$

Hence (17.4) follows from Theorem 17.2. This proves Theorem 17.6
We have therefore proved that $x \mapsto \frac{1}{|x|^{d-2}}$ is harmonic in $\mathbb{R}^{d} \backslash\{0\}, d \geq 3$.
For $d \geq 3$, the time Brownian motion spends in any ball around the origin has expectation $F_{R}(0)$ by (17.2). By the definition of $F_{R}(0)$, this expectation can be written as

$$
\int_{B(0, R)} G(0, x) d x=c_{d} \int_{B(0, R)}|x|^{2-d} d x=\tilde{c}_{d} \int_{0}^{R} r^{d-1} r^{2-d} d r=c_{d}^{\prime} R^{2}
$$

in particular, it is finite.
We now wish to show that Brownian motion in $\mathbb{R}^{d}, d \geq 3$ is transient.
Proposition 17.7. For $d \geq 3$ and $|x|>r$,

$$
h_{r}(x) \stackrel{\text { def }}{=} \mathbb{P}_{x}\left(\exists t \geq 0: W_{t} \in B(0, r)\right)=\left(\frac{r}{|x|}\right)^{d-2} .
$$

Proof. Recall the definition of $F_{r}(x)$

$$
\begin{equation*}
F_{r}(x)=\int_{B(0, r)} G(x, z) d z=\int_{B(0, r)} G(x-z, 0) d z \tag{17.5}
\end{equation*}
$$

Since $G$ is harmonic, from (17.5) we have

$$
F_{r}(x)=\mathcal{L}_{d}(B(0, r)) G(x, 0)=\mathcal{L}_{d}(B(0, r)) c_{d}|x|^{2-d}
$$

In particular, $F_{r}(x)$ depends only on $|x|$. We define $\tilde{F}_{r}(|x|)=F_{r}(x)$.
Suppose $|x|>r$. Since $F_{r}(x)$ is the expected time spent in $B(0, r)$ starting from $x$, it must equal the probability of hitting $S(0, r)$ starting from $x$, times the expected time spent
in $B(0, r)$ starting from the hitting point of this sphere. Therefore $F_{r}(x)=h_{r}(x) \tilde{F}_{r}(r)$. This implies $h_{r}(x)=\left(\frac{r}{|x|}\right)^{d-2}$.

Proposition 17.8. Brownian motion in dimension $d \geq 3$ is transient, i.e., $\lim _{t \rightarrow \infty}|W(t)|$ $=\infty$.

Proof. We use the fact that $\lim \sup _{t \rightarrow \infty}|W(t)|=\infty$ a.s. Therefore, for any $0<r<R$,

$$
\begin{aligned}
\mathbb{P}(\mathrm{BM} \text { visits } & B(0, r) \text { for arbitrarily large } \mathrm{t}) \\
& \leq \mathbb{P}(\mathrm{BM} \text { visits } B(0, r) \text { after hitting } S(0, R)) \\
& =\left(\frac{r}{R}\right)^{d-2},
\end{aligned}
$$

which goes to 0 as $R \rightarrow \infty$. The proposition follows.
We are now also able to calculate the probability that a Brownian motion starting between two spheres will hit the smaller one before hitting the larger one.

Proposition 17.9. Define
$a=\mathbb{P}_{x}($ Brownian motion hits $S(0, r)$ before $S(0, R))$,
where $r<|x|<R$. Then

$$
\begin{equation*}
a=\frac{\left(\frac{r}{|x|}\right)^{d-2}-\left(\frac{r}{R}\right)^{d-2}}{1-\left(\frac{r}{R}\right)^{d-2}} \tag{17.6}
\end{equation*}
$$

Proof. It follows from Proposition 17.7 and the strong Markov property that

$$
\begin{align*}
a & =\mathbb{P}_{x}(\text { BM hits } S(0, r))-\mathbb{P}_{x}(\text { BM hits } S(0, R) \text { first and then hits } S(0, r)) \\
& =\left(\frac{r}{|x|}\right)^{d-2}-(1-a)\left(\frac{r}{R}\right)^{d-2} \tag{17.7}
\end{align*}
$$

Solving (17.7), we get (17.6).
Remark. Since $a$ is fixed under scaling, the visits of Brownian motion to $S\left(0, e^{k}\right), k \in \mathbb{Z}$ form a discrete random walk with constant probability to move up ( $k$ increasing) or down ( $k$ decreasing). The probability to move down is

$$
\frac{e^{2-d}-e^{4-2 d}}{1-e^{4-2 d}} .
$$

It is easy to see that this probability is less than $1 / 2$ (This also follows from the fact that the Brownian motion is transient, and therefore the random walk should have an upward drift).

## 18. Maximum principle for harmonic functions

Proposition 18.1 (Maximum Principle). Suppose that $u$ is harmonic in $D \subset \mathbb{R}^{d}$ where $D$ is a connected open set.
(i) If $u$ attains its maximum in $D$, then $u$ is a constant.
(ii) If $u$ is continuous on $\bar{D}$ and $D$ is bounded, then $\max _{\bar{D}} u=\max _{\partial D} u$.
(iii) Assume that $D$ is bounded, $u_{1}$ and $u_{2}$ are two harmonic functions on $D$ which are continuous on $\bar{D}$. If $u_{1}$ and $u_{2}$ take the same values on $\partial D$, then they are identical on $D$.

Proof.
(i) Set $M=\sup _{D} u$. Note that $V=\{x \in D: u(x)=M\}$ is relatively closed in $D$. Since $D$ is open, for any $x \in V$, there is a ball $B(x, r) \subset D$. By the mean-value property of $u$,

$$
u(x)=\frac{1}{\mathcal{L}_{d}(B(x, r))} \int_{B(x, r)} u(y) d y \leq M
$$

Equality holds iff $u(y)=M$ almost everywhere on $B(x, r)$, or, by continuity, $B(x, r) \subset V$ This means that $V$ is also open. Since $D$ is connected we get that $V=D$. Therefore, $u$ is constant on $D$.
(ii) $\sup _{\bar{D}} u$ is attained on $\bar{D}$ since $u$ is continuous and $\bar{D}$ is closed and bounded. The conclusion now follows from (i).
(iii) Consider $u_{1}-u_{2}$. It follows from (ii) that

$$
\sup _{\bar{D}}\left(u_{1}-u_{2}\right)=\sup _{\partial D}\left(u_{1}-u_{2}\right)=0
$$

Similarly $\inf _{\bar{D}}\left(u_{2}-u_{1}\right)=0$. So $u_{1}=u_{2}$ on $\bar{D}$.
Corollary 18.2. Suppose that $u$ is a radial harmonic function in $D \equiv\{r<|x|<$ $R\} \subset \mathbb{R}^{d}$ ("radial" means $u(x)=\tilde{u}(|x|)$ for some function $\tilde{u}$ and all $x$ ) and $u$ is continuous on $\bar{D}$.

If $d \geq 3$, there exist constants $a$ and $b$ such that $u(x)=a+b|x|^{2-d}$.
If $d=2$, there exist constants $a$ and $b$ such that $u(x)=a+b \log |x|$.
Proof. For $d \geq 3$, choose $a$ and $b$ such that

$$
a+b r^{2-d}=\tilde{u}(r)
$$

and

$$
a+b R^{2-d}=\tilde{u}(R)
$$

Notice that harmonic function $u(x)=\tilde{u}(|x|)$ and the harmonic function $x \rightarrow a+b|x|^{2-d}$ agree on $\partial D$. They also agree on $D$ by Proposition 18.1. So $u(x)=a+b|x|^{2-d}$. By similar consideration we can show that $u(x)=a+b \log |x|$ in the case $d=2$.

## 19. The Dirichlet problem

Definition 19.1. Let $D \subset \mathbb{R}^{d}$ be a domain. We say that $D$ satisfies the Poincare Cone Condition if for each point $x \in \partial D$ there exists a cone $C_{x}(\alpha, h)$ of height $h(x)$ and angle $\alpha(x)$ s.t. $C_{x}(\alpha, h) \subset D^{c}$ and $C_{x}(\alpha, h)$ is based at $x$.

Proposition 19.2 (Dirichlet Problem). Suppose $D \subset \mathbb{R}^{d}$ is a bounded domain with boundary $\partial D$, s.t. $D$ satisfies the Poincare Cone condition, and $f$ is a continuous function on $\partial D$. Then there exists a unique function $u$ which is harmonic on $D$ and is an "extension" of $f$ in the sense that

$$
\begin{equation*}
\lim _{x \rightarrow a, x \in D} u(x)=f(a) \tag{19.1}
\end{equation*}
$$

for each $a \in \partial D$.

Proof. The uniqueness claim follows from Proposition 18.1. To prove existence, let $W$ be a Brownian motion in $\mathbb{R}^{d}$ and define

$$
u(x)=\mathbb{E}_{x} f\left(W_{\tau_{\partial D}}\right), \text { where } \tau_{A}=\inf \left\{t \geq 0: W_{t} \in A\right\}
$$

for any Borel set $A \subset \mathbb{R}^{d}$. For a ball $B(x, r) \subset D$, the strong Markov property implies that

$$
u(x)=\mathbb{E}_{x}\left[\mathbb{E}_{x}\left[f\left(W_{\tau_{\partial D}}\right) \mid \mathcal{F}_{\tau_{S(x, r)}}\right]\right]=\mathbb{E}_{x}\left[u\left(W_{\tau_{S(x, r)}}\right)\right]=\int_{S(x, r)} u(y) \mu_{r}(d y),
$$

where $\mu_{r}$ is the uniform distribution on the sphere $S(x, r)$. Therefore, $u$ has the mean value property and so it is harmonic on $D$ (by Theorem 17.2).

It remains to be shown that the Poincare Cone Condition implies (19.1). Fix $z \in \partial D$, then there is a cone with height $h>0$ and angle $\alpha>0$ in $D^{c}$ based at $z$. Let

$$
\phi=\sup _{x \in B\left(0, \frac{1}{2}\right)} \mathbb{P}_{x}\left[\tau_{S(0,1)}<\tau_{C_{0}(\alpha, 1)}\right] .
$$

Then $\phi<1$. Note that if $x \in B\left(0,2^{-k}\right)$ then by the strong Markov property:

$$
\mathbb{P}_{x}\left[\tau_{S(0,1)}<\tau_{C_{0}(\alpha, 1)}\right] \leq \prod_{i=0}^{k-1} \sup _{x \in B\left(0, \frac{1}{2^{-k+i}}\right)} \mathbb{P}_{x}\left[\tau_{S\left(0,2^{-k+i+1}\right)}<\tau_{C_{0}\left(\alpha, 2^{-k+i+1}\right)}\right]=\phi^{k} .
$$

Therefore, for any positive integer $k$ and $h^{\prime}>0$, we have

$$
\mathbb{P}_{x}\left[\tau_{S\left(z, h^{\prime}\right)}<\tau_{C_{z}\left(\alpha, h^{\prime}\right)}\right] \leq \phi^{k}
$$

for all $x$ with $|x-z|<2^{-k} h^{\prime}$.
Given $\epsilon>0$, there is a $0<\delta \leq h$ such that $|f(y)-f(z)|<\epsilon$ for all $y \in \partial D$ with $|y-z|<\delta$. For all $x \in \bar{D}$ with $|z-x|<2^{-k} \delta$,

$$
\begin{equation*}
|u(x)-u(z)|=\left|\mathbb{E}_{x} f\left(W_{\tau_{\partial D}}\right)-f(z)\right| \leq \mathbb{E}_{x}\left|f\left(W_{\tau_{\partial D}}\right)-f(z)\right| \tag{19.2}
\end{equation*}
$$

If the Brownian motion hits the cone $C_{z}(\alpha, \delta)$, which is outside the domain $D$, before the sphere $S(z, \delta)$, then $\left|z-W \tau_{\partial D}\right|<\delta$, and $f\left(W_{\tau_{\partial D}}\right)$ is close to $f(z)$. The complement has small probability. More precisely, (19.2) is bounded above by

$$
2\|f\|_{\infty} \mathbb{P}_{x}\left\{\tau_{S(z, \delta)}<\tau_{C_{z}(\alpha, \delta)}\right\}+\epsilon \mathbb{P}_{x}\left\{\tau_{D}<\tau_{S(z, \delta)}\right\} \leq 2\|f\|_{\infty} \phi^{k}+\epsilon .
$$

Hence $u$ is continuous on $\bar{D}$.

## 20. Polar points and recurrence

Given $x \in \mathbb{R}^{2}, 1 \leq|x| \leq R$, we know that

$$
\mathbb{P}_{x}\left[\tau_{S(0, R)}<\tau_{S(0,1)}\right]=a+b \log |x|
$$

Since the left-hand side is clearly a function of $|x|$, and it is a harmonic function of $x$ for $1<|x|<R$ by averaging over a small sphere surrounding $x$. Setting $|x|=1$ implies $a=$ 0 , and $|x|=R$ implies $b=\frac{1}{\log R}$. It follows that

$$
\mathbb{P}_{x}\left[\tau_{S(0, R)}<\tau_{S(0,1)}\right]=\frac{\log |x|}{\log R} .
$$

By scaling, for $0<r<R$ and $r \leq|x| \leq R$,

$$
\begin{equation*}
\mathbb{P}_{x}\left[\tau_{S(0, R)}<\tau_{S(0, r)}\right]=\frac{\log \frac{|x|}{r}}{\log \frac{R}{r}} \tag{20.1}
\end{equation*}
$$

Definition 20.1. A set $A$ is polar for a Markov process $X$ if for all $x$

$$
\mathbb{P}_{x}\left[X_{t} \in A \text { for some } t>0\right]=0
$$

The image of Brownian motion is the random set

$$
B M(\delta, \infty) \stackrel{\text { def }}{=} \cup_{\delta<t<\infty}\left\{W_{t}\right\}
$$

Proposition 20.2. Points are polar for a planar Brownian motion, that is for all $z \in \mathbb{R}^{2}$ we have $\mathbb{P}_{0}\{z \in B M(0, \infty)\}=0$.

Proof. Take $z \neq 0$ and $0<\epsilon<|z|<R$,

$$
\mathbb{P}_{0}\left\{\tau_{S(z, R)}<\tau_{S(z, \epsilon)}\right\}=\frac{\log \frac{|z|}{\epsilon}}{\log \frac{R}{\epsilon}} .
$$

Let $\epsilon \rightarrow 0+$,

$$
\mathbb{P}_{0}\left\{\tau_{S(z, R)}<\tau_{\{z\}}\right\}=\lim _{\epsilon \rightarrow 0+} \mathbb{P}_{0}\left\{\tau_{S(z, R)}<\tau_{S(z, \epsilon)}\right\}=1
$$

and then

$$
\mathbb{P}_{0}\left\{\tau_{S(z, R)}<\tau_{\{z\}} \text { for all integers } R>|z|\right\}=1
$$

It follows that

$$
\mathbb{P}_{0}\{z \in B M(0, \infty)\}=\mathbb{P}_{0}\left\{\tau_{\{z\}}<\infty\right\}=0
$$

Given $\delta>0$, by Markov property and state homogeneity of Brownian motion,

$$
\mathbb{P}_{0}\{0 \in B M(\delta, \infty)\}=\mathbb{E}_{0}\left[\mathbb{P}_{X_{\delta}}\{0 \in B M(0, \infty)\}\right]=0
$$

Let $\delta \rightarrow 0+$, we have

$$
\mathbb{P}_{0}\{0 \in B M(0, \infty)\}=0
$$

Hence any fixed single point is a polar set for a planar Brownian motion.
The expected area $\mathbb{E}_{0}\left[\mathcal{L}_{2}(B M(0, \infty))\right]$ of planar Brownian motion can be written as

$$
\mathbb{E}_{0}\left[\int_{\mathbb{R}^{2}} I_{\{z \in B M(0, \infty)\}} d z\right]=\int_{\mathbb{R}^{2}} \mathbb{P}_{0}\{z \in B M(0, \infty)\} d z=0
$$

where the first equality is by Fubini, the second from the previous theorem. So almost surely, the image of a planar Brownian motion is a set with zero Lebesgue measure.

Proposition 20.3. Planar Brownian motion is neighborhood recurrent. i.e.

$$
\mathbb{P}_{0}\left\{B M(0, \infty) \text { is dense in } \mathbb{R}^{2}\right\}=1 .
$$

Proof. Note that $\lim \sup _{t \rightarrow \infty}\left|W_{t}\right|=\infty$, so for all $z \in \mathbb{R}^{2}$ and $\epsilon>0$,

$$
\mathbb{P}_{0}\left\{\tau_{B(z, \epsilon)}=\infty\right\}=\lim _{R \rightarrow \infty} \mathbb{P}_{0}\left\{\tau_{S(z, R)}<\tau_{B(z, \epsilon)}\right\}=0
$$

Summing over all rational $z$ and $\epsilon$ completes the proof.

Question: Let $W$ be a Brownian motion in $\mathbb{R}^{3}$. Is there an infinite cylinder avoided by $W$ ? Or equivalently, what is the value of

$$
\mathbb{P}_{0}\{\text { All orthogonal projections of } W \text { are neighborhood recurrent }\} ?
$$

In fact, an avoided cylinder does exist a.s., so the probability in the last display vanishes. This is due to Adelman, Burdzy and Pemantle (1998): Sets avoided by Brownian motion. Ann. Probab. 26, 429-464.

## 21. Capacity and harmonic functions

In this section we will characterize the sets that BM hits, and give bounds on the hitting probabilities in terms of capacity.

The central question of this section is the following: which sets $\Lambda \subset \mathbb{R}^{d}$ does Brownian motion hit with positive probability? This is related to the following question: for which $\Lambda \subset \mathbb{R}^{d}$ are there bounded harmonic functions on $\mathbb{R}^{d} \backslash \Lambda$ ?

Consider the simplest case first. When $\Lambda$ is the empty set, the answer to the first question is trivial, whereas the answer to the second one is provided by Liouville's theorem. We will give a probabilistic proof of this theorem.

Theorem 21.1. For $d \geq 1$ any bounded harmonic function on $\mathbb{R}^{d}$ is constant.
Proof. Let $u: \mathbb{R}^{d} \rightarrow[-M, M]$ be a harmonic function, $x, y$ two distinct points in $\mathbb{R}^{d}$, and $H$ the hyperplane so that the reflection in $H$ takes $x$ to $y$.

Let $W_{t}$ be Brownian motion started at $x$, and $\bar{W}_{t}$ its reflection in $H$. Let $\tau_{H}=\min \{t$ : $W(t) \in H\}$. Note that

$$
\begin{equation*}
\left\{W_{t}\right\}_{t \geq \tau_{H}} \stackrel{\mathrm{~d}}{=}\left\{\bar{W}_{t}\right\}_{t \geq \tau_{H}} . \tag{21.1}
\end{equation*}
$$

Harmonicity implies that

$$
\mathbb{E} u\left(W_{t}\right)=\mathbb{E}\left(\mathbb{E}\left(u\left(W_{t}\right)| | W(t)-x \mid\right)\right)=\mathbb{E}(u(x))=u(x)
$$

since the conditional expectation above is just the average $u$ on a sphere about $x$ of radius $|W(t)-x|$. Decomposing the above into $t<\tau_{H}$ and $t \geq \tau_{H}$ we get

$$
u(x)=\mathbb{E}_{x} u\left(W_{t} \mathbf{1}\left(t<\tau_{H}\right)\right)+\mathbb{E}_{x} u\left(W_{t} \mathbf{1}\left(t \geq \tau_{H}\right)\right) .
$$

A similar equality holds for $u(y)$. Now using (21.1):

$$
|u(x)-u(y)|=\left|\mathbb{E} u\left(W_{t} \mathbf{1}\left(t<\tau_{H}\right)\right)-\mathbb{E} u\left(\bar{W}_{t} \mathbf{1}\left(t<\tau_{H}\right)\right)\right| \leq 2 M \mathbb{P}\left(t<\tau_{H}\right) \rightarrow 0
$$

as $t \rightarrow \infty$. Thus $u(x)=u(y)$, and since $x$ and $y$ were chosen arbitrarily, $u$ must be constant.

A stronger result is also true.
Theorem 21.2. For $d \geq 1$, any positive harmonic function on $\mathbb{R}^{d}$ is constant.
Proof. Let $x, y \in \mathbb{R}^{d}, a=|x-y|$. Suppose $u$ is a positive harmonic function. Then $u(x)$ can be written as

$$
\frac{1}{\mathcal{L}_{d} B_{R}(x)} \int_{B_{R}(x)} u(z) d z \leq \frac{\mathcal{L}_{d} B_{R+a}(y)}{\mathcal{L}_{d} B_{R}(x)} \frac{1}{\mathcal{L}_{d} B_{R+a}(y)} \int_{B_{R+a}(y)} u(z) d z=\frac{(R+a)^{d}}{R^{d}} u(y)
$$

This converges to $u(y)$ as $R \rightarrow \infty$, so $u(x) \leq u(y)$, and by symmetry, $u(x)=u(y)$ for all $x, y$. Hence $u$ is constant.

Nevanlinna (about 1920) proved that for $d \geq 3$ there exist non-constant bounded harmonic functions on $\mathbb{R}^{d} \backslash \Lambda$ iff $\operatorname{Cap}_{G}(\Lambda)>0$. Here $G$ denotes the Green function $G(x, y)=c|x-y|^{2-d}$. It was proved later that $\operatorname{dim} \Lambda>d-2$ implies existence of such functions, and $\operatorname{dim} \Lambda<d-2$ implies nonexistence. Kakutani (1944) showed that there exist such functions iff $\mathbb{P}(\mathrm{BM}$ hits $\Lambda)>0$. Note that the Green function is translation invariant, while the hitting probability of a set is invariant under scaling. It is therefore better to estimate hitting probabilities by a capacity function with respect to a scale-invariant modification of the Green kernel, called the Martin kernel:

$$
K(x, y)=\frac{G(x, y)}{G(0, y)}=\frac{|y|^{d-2}}{|x-y|^{d-2}}
$$

for $x \neq y$ in $\mathbb{R}^{d}$, and $K(x, x)=\infty$. The following theorem shows that Martin capacity is indeed a good estimate of the hitting probability.

Theorem 21.3 (Benjamini, Pemantle, Peres 1995). Let $\Lambda$ be any closed set in $\mathbb{R}^{d}, d \geq 3$. Then

$$
\begin{equation*}
\frac{1}{2} \operatorname{Cap}_{K} \Lambda \leq \mathbb{P}(\exists t>0: W(t) \in \Lambda) \leq \operatorname{Cap}_{K}(\Lambda) \tag{21.2}
\end{equation*}
$$

Here

$$
\operatorname{Cap}_{K}(\Lambda)=\left[\inf _{\mu(\Lambda)=1} \int_{\Lambda} \int_{\Lambda} K(x, y) d \mu(x) d \mu(y)\right]^{-1} .
$$

Proof. To bound the probability of ever hitting $\Lambda$ from above, consider the stopping time $\tau=\min \left\{t: W_{t} \in \Lambda\right\}$. The distribution of $W_{\tau}$ on the event $\tau<\infty$ is a possibly defective distribution $\nu$ satisfying

$$
\begin{equation*}
\nu(\Lambda)=\mathbb{P}(\tau<\infty)=\mathbb{P}(\exists t>0: W(t) \in \Lambda) . \tag{21.3}
\end{equation*}
$$

Now recall the standard formula, valid when $0<\epsilon<|y|$ :

$$
\begin{equation*}
\mathbb{P}\left(\exists t>0:\left|W_{t}-y\right|<\epsilon\right)=\left(\frac{\epsilon}{|y|}\right)^{d-2} . \tag{21.4}
\end{equation*}
$$

By a first entrance decomposition, the probability in (21.4) is at least

$$
\mathbb{P}\left(\left|W_{\tau}-y\right|>\epsilon \text { and } \exists t>\tau:\left|W_{t}-y\right|<\epsilon\right)=\int_{x:|x-y|>\epsilon} \frac{\epsilon^{d-2} d \nu(x)}{|x-y|^{d-2}} .
$$

Dividing by $\epsilon^{d-2}$ and letting $\epsilon \rightarrow 0$ we obtain

$$
\int_{\Lambda} \frac{d \nu(x)}{|x-y|^{d-2}} \leq \frac{1}{|y|^{d-2}},
$$

i.e. $\int_{\Lambda} K(x, y) d \nu(x) \leq 1$ for all $y \in \Lambda$. Therefore, if

$$
I_{k}(\nu)=\int_{\Lambda} \int_{\Lambda} \frac{|y|^{d-2} d \nu(x) d \nu(y)}{|x-y|^{d-2}}
$$

then $I_{K}(\nu) \leq \nu(\Lambda)$ and thus if we use $\frac{\nu}{\nu(\Lambda)}$ as a probability measure we get:

$$
\operatorname{Cap}_{K}(\Lambda) \geq\left[I_{K}(\nu / \nu(\Lambda))\right]^{-1} \geq \nu(\Lambda),
$$

which by (21.3) yields the upper bound on the probability of hitting $\Lambda$.
To obtain a lower bound for this probability, a second moment estimate is used. It is easily seen that the Martin capacity of $\Lambda$ is the supremum of the capacities of its compact subsets, so we may assume that $\Lambda$ is itself compact. For $\epsilon>0$ and $y \in \mathbb{R}^{d}$ let $B_{\epsilon}(y)$ denote the Euclidean ball of radius $\epsilon$ about $y$ and let $h_{\epsilon}(|y|)$ denote the probability that the standard Brownian path hits this ball, that is $(\epsilon /|y|)^{d-2}$ if $|y|>\epsilon$, and 1 otherwise.

Given a probability measure $\mu$ on $\Lambda$, and $\epsilon>0$, consider the random variable

$$
Z_{\epsilon}=\int_{\Lambda} \mathbf{1}\left(\exists t>0: W_{t} \in B_{\epsilon}(y)\right) h_{\epsilon}(|y|)^{-1} d \mu(y)
$$

Clearly $\mathbb{E} Z_{\epsilon}=1$. By symmetry, the second moment of $Z_{\epsilon}$ can be written as:

$$
\begin{align*}
\mathbb{E} Z_{\epsilon}^{2} & =2 \mathbb{E} \int_{\Lambda} \int_{\Lambda} \mathbf{1}\left(\exists t>0: W_{t} \in B_{\epsilon}(x), \exists s>t: W_{s} \in B_{\epsilon}(y)\right) \frac{d \mu(x) d \mu(y)}{h_{\epsilon}(|x|) h_{\epsilon}(|y|)} \\
& \leq 2 \mathbb{E} \int_{\Lambda} \int_{\Lambda} \mathbf{1}\left(\exists t>0: W_{t} \in B_{\epsilon}(x)\right) \frac{h_{\epsilon}(|y-x|-\epsilon)}{h_{\epsilon}(|x|) h_{\epsilon}(|y|)} d \mu(x) d \mu(y) \\
& =2 \int_{\Lambda} \int_{\Lambda} \frac{h_{\epsilon}(|y-x|-\epsilon)}{h_{\epsilon}(|y|)} d \mu(x) d \mu(y) \tag{21.5}
\end{align*}
$$

The last integrand is bounded by 1 if $|y| \leq \epsilon$. On the other hand, if $|y|>\epsilon$ and $|y-x| \leq 2 \epsilon$ then $h_{\epsilon}(|y-x|-\epsilon)=1 \leq 2^{d-2} h_{\epsilon}(|y-x|)$, so that the integrand on the right hand side of (21.5) is at most $2^{d-2} K(x, y)$. Thus

$$
\begin{array}{r}
\mathbb{E} Z_{\epsilon}^{2} \leq 2 \mu\left(B_{\epsilon}(0)\right)+2^{d-1} \iint \mathbf{1}(|y-x| \leq 2 \epsilon) K(x, y) d \mu(x) d \mu(y) \\
+2 \iint \mathbf{1}(|y-x|>2 \epsilon)\left(\frac{|y|}{|y-x|-\epsilon}\right)^{d-2} d \mu(x) d \mu(y) . \tag{21.6}
\end{array}
$$

Since the kernel is infinite on the diagonal, any measure with finite energy must have no atoms. Restricting attention to such measures $\mu$, we see that the first two summands in (21.6) drop out as $\epsilon \rightarrow 0$ by dominated convergence. Thus by the dominated convergence Theorem,

$$
\begin{equation*}
\lim _{\epsilon \downarrow 0} \mathbb{E} Z_{\epsilon}^{2} \leq 2 I_{K}(\mu) \tag{21.7}
\end{equation*}
$$

Clearly the hitting probability $\mathbb{P}\left(\exists t>0, y \in \Lambda: W_{t} \in B_{\epsilon}(y)\right)$ is at least

$$
\mathbb{P}\left(Z_{\epsilon}>0\right) \geq \frac{\left(\mathbb{E} Z_{\epsilon}\right)^{2}}{\mathbb{E} Z_{\epsilon}^{2}}=\left(\mathbb{E} Z_{\epsilon}^{2}\right)^{-1}
$$

Transience of Brownian motion implies that if the Brownian path visits every $\epsilon$-neighborhood of the compact set $\Lambda$ then it almost surely intersects $\Lambda$ itself. Therefore, by (21.6):

$$
\mathbb{P}\left(\exists t>0,: W_{t} \in \Lambda\right) \geq \lim _{\epsilon \downarrow 0}\left(\mathbb{E} Z_{\epsilon}^{2}\right)^{-1} \geq \frac{1}{2 I_{K}(\mu)}
$$

Since this is true for all probability measures $\mu$ on $\Lambda$, we get the desired conclusion:

$$
\mathbb{P}\left(\exists t>0: W_{t} \in \Lambda\right) \geq \frac{1}{2} \operatorname{Cap}_{K}(\Lambda) .
$$

Remark. The right-hand inequality in (21.2) can be an equality- a sphere centered at the origin has hitting probability and capacity both equal to 1 . The next exercise shows that the constant $1 / 2$ on the left cannot be increased.

Exercise 21.4. Consider the spherical shell

$$
\Lambda_{R}=\left\{x \in \mathbb{R}^{d}: 1 \leq|x| \leq R\right\} .
$$

Show that $\lim _{R \rightarrow \infty} \operatorname{Cap}_{K}\left(\Lambda_{R}\right)=2$.

## 22. Kaufman's theorem on uniform dimension doubling

In the previous sections we have seen the dimension doubling property of Brownian motion: for any set $A$, we have $\operatorname{dim} W(A)=2 \operatorname{dim}(A)$ a.s. For $d \geq 2$ this is true for all closed sets a.s. To see the distinction, consider the zero set of 1 dimensional Brownian motion.

Lemma 22.1. Consider a cube $Q \subset \mathbb{R}^{d}$ centered at a point $x$ and having diameter $2 r$. Let $W$ be Brownian motion in $\mathbb{R}^{d}$, with $d \geq 3$. Define recursively

$$
\begin{aligned}
\tau_{1} & =\inf \{t \geq 0: W(t) \in Q\} \\
\tau_{k+1} & =\inf \left\{t \geq \tau_{k}+r^{2}: W(t) \in Q\right\}
\end{aligned}
$$

with the usual convention that $\inf \emptyset=\infty$. There exists a positive $\theta=\theta_{d}<1$ which does not depend on $r$ and $z$, such that $\mathbb{P}_{z}\left(\tau_{n+1}<\infty\right) \leq \theta^{n}$.

Proof. It is sufficient to show that for some $\theta$ as above,

$$
\mathbb{P}_{z}\left(\tau_{k+1}=\infty \mid \tau_{k}<\infty\right)>1-\theta .
$$

But the quantity on the right can be bounded below by

$$
\mathbb{P}_{z}\left(\tau_{k+1}=\infty| | W\left(\tau_{k}+r^{2}\right)-x \mid>2 r, \tau_{k}<\infty\right) \mathbb{P}_{z}\left(\left|W\left(\tau_{k}+r^{2}\right)-x\right|>2 r \mid \tau_{k}<\infty\right)
$$

The second factor is clearly positive, and the first is also positive since $W$ is transient. Both probabilities are invariant under changing the scaling factor $r$.

Corollary 22.2. Let $D_{m}$ denote the set of binary cubes of side length $2^{-m}$ inside $\left[-\frac{1}{2}, \frac{1}{2}\right]^{d}$. A.s. there exists a random variable $C(\omega)$ so that for all $m$ and for all cubes $Q \in D_{m}$ we have $\tau_{K+1}^{Q}=\infty$ with $K=C(\omega) m$.

Proof.

$$
\sum_{m} \sum_{Q \in D_{m}} \mathbb{P}\left(\tau_{\lceil c m+1\rceil}^{Q}<\infty\right) \leq \sum_{m} 2^{d m} \theta^{c m}
$$

Choose $c$ so that $2^{d} \theta^{c}<1$. Then by Borel-Cantelli, for all but finitely many $m$ we have $\tau_{\lceil c m+1\rceil+1}^{Q}=\infty$ for all $Q \in D_{m}$. Finally, we can choose a random $C(\omega)>c$ to handle the exceptional cubes.

Theorem 22.3 (Kaufman's Uniform Dimension Doubling for $d \geq 3$ ).

$$
\begin{equation*}
\mathbb{P}(\operatorname{dim} W(A)=2 \operatorname{dim} A \text { for all closed } A \subset[0, \infty])=1 \tag{22.1}
\end{equation*}
$$

Proof. The $\leq$ direction holds in all dimensions by the Hölder property of Brownian motion (see Corollary 4.3 and Lemma 5.11).

Fix $L$. We will show that with probability one, for all closed subsets $S$ of $[-L, L]^{d}$ we have

$$
\begin{equation*}
\operatorname{dim} W^{-1}(S) \leq \frac{1}{2} \operatorname{dim} S \tag{22.2}
\end{equation*}
$$

Applying this to $S=W(A) \cap[-L, L]^{d}$ for a countable unbounded set of $L$ we get the desired conclusion. By scaling, it is sufficient to prove (22.2) for $L=\frac{1}{2}$. We will verify this for the paths satisfying Corollary 22.2; these have full measure. The rest of the argument is deterministic, we fix an $\omega$ to be such a path.

For $\beta>\operatorname{dim} S$ and for all $\epsilon$ there exist covers of $S$ by binary cubes $\left\{Q_{j}\right\}$ in $\bigcup_{m} D_{m}$ so that $\sum\left|Q_{j}\right|^{\beta}<\epsilon$. If $N_{m}$ denotes the number of cubes from $D_{m}$ in such a cover, then

$$
\sum_{m} N_{m} 2^{-m \beta}<\epsilon .
$$

Consider the $W$-inverse image of these cubes. Since we chose $\omega$ so that Corollary 22.2 is satisfied, this yields a cover of $W^{-1}(S)$, which for each $m \geq 1$ uses at most $C(\omega) m N_{m}$ intervals of length $r^{2}=d 2^{-2 m}$.

For $\beta_{1}>\beta$ we can bound the $\beta_{1} / 2$ dimensional Hausdorff content of $W^{-1}$ above by

$$
\sum_{m=1}^{\infty} C(\omega) m N_{m}\left(d 2^{-2 m}\right)^{\beta_{1} / 2}=C(\omega) d^{\beta_{1} / 2} \sum_{m=1}^{\infty} m N_{m} 2^{-m \beta_{1}} .
$$

This can be made small by choosing a suitable $\epsilon$. Thus $W^{-1}(S)$ has Hausdorff dimension at most $\beta / 2$ for all $\beta>\operatorname{dim} S$, and therefore $\operatorname{dim} W^{-1}(S) \leq \operatorname{dim} S / 2$.

In two dimensions we cannot rely on transience of Brownian motion. To get around this problem, we can look at the Brownian path up to a stopping time. A convenient one is

$$
\tau_{R}^{*}=\min \{t:|W(t)|=R\}
$$

For the two dimensional version of Kaufman's theorem it is sufficient to show that

$$
\mathbb{P}\left(\operatorname{dim} W(A)=2 \operatorname{dim}\left(A \cap\left[0, \tau_{R}^{*}\right]\right) \text { for all closed } A \subset[0, \infty]\right)=1
$$

Lemma 22.1 has to be changed accordingly. Define $\tau_{k}$ as in (22.1), and assume that the cube $Q$ is inside the ball of radius $R$ about 0 . Then we have

Lemma 22.4.

$$
\begin{equation*}
\mathbb{P}_{z}\left(\tau_{k}<\tau_{R}^{*}\right) \leq\left(1-\frac{c}{m}\right)^{k} \leq e^{-c k / m} \tag{22.3}
\end{equation*}
$$

Here $c=c(R)>0,2^{-m-1}<r<2^{-m}$, and $z$ is any point in $\mathbb{R}^{d}$.
Proof. It suffices to bound $\mathbb{P}_{z}\left(\tau_{k+1} \geq \tau_{R}^{*} \mid \tau_{k}<\tau_{R}^{*}\right)$ from below by

$$
\mathbb{P}_{z}\left(\tau_{k+1} \geq \tau_{R}^{*} \mid W\left(\tau_{k}+r^{2}\right)>2 r, \tau_{k}<\tau_{R}^{*}\right) \mathbb{P}_{z}\left(\left|W\left(\tau_{k}+r^{2}\right)-x\right|>2 r \mid \tau_{k}<\tau_{R}^{*}\right)
$$

The second factor does not depend on $r$ and $R$, and it can be bounded below by a constant. The first factor is bounded below be the probability that planar Brownian motion started
at distance $2 r$ from the origin hits the sphere of radius $2 R$ before the sphere of radius $r$ (both centered at the origin). Using (20.1), this is given by

$$
\frac{\log _{2} \frac{2 r}{r}}{\log _{2} \frac{2 R}{r}} \geq \frac{1}{\log _{2}(R+1+m)} .
$$

This is at least $c_{1} / m$ for some $c_{1}$ which depends on $R$ only.
The bound (22.3) on $P\left(\tau_{k}<\infty\right)$ in two dimensions is worse by a linear factor than the bound in higher dimensions. This, however, does not make a significant difference in the proof of the two dimensional version of Theorem 22.3.

Exercise 22.5. Prove Theorem 22.3 for two dimensional Brownian motion.

## 23. Packing dimension

Tricot (1980, 1982) introduced packing dimension, which plays a dual role to Hausdorff dimension in many settings. For our present purpose, the representation of packing dimension which is convenient to use as a definition, is as a regularization of upper Minkowski dimension:

$$
\operatorname{dim}_{\mathrm{p}}(A)=\inf _{A \subset \cup_{j} A_{j}} \sup _{j} \overline{\operatorname{dim}}_{\mathcal{M}}\left(A_{j}\right),
$$

where the infimum is over all countable covers of $A$. (See Tricot (1982), Proposition 2, or Falconer (1990), Proposition 3.8.) The infimum may also be taken only over countable covers of $A$ with closed sets since $\overline{\operatorname{dim}}_{\mathcal{M}}\left(A_{j}\right)=\overline{\operatorname{dim}}_{\mathcal{M}}\left(\overline{A_{j}}\right)$.

Note that for packing dimension, unlike the Minkowski dimension, the following property holds for any partition $A_{j}, j=1,2, \ldots$ of $A$ :

$$
\operatorname{dim}_{\mathrm{p}} A=\sup _{j} \operatorname{dim}_{\mathrm{p}} A_{j} .
$$

Part (i) of the next lemma is due to Tricot (1982) (see also Falconer 1990); Part (ii) for trees can be found in Benjamini and Peres (1994, Proposition 4.2(b)); the general version given is in Falconer and Howroyd (1994) and in Mattila and Mauldin (1994).

Lemma 23.1. Let $A$ be a closed subset of $\mathbb{R}$.
(i) If any open set $V$ which intersects $A$ satisfies $\overline{\operatorname{dim}}_{\mathcal{M}}(A \cap V) \geq \alpha$, then $\operatorname{dim}_{\mathrm{p}}(A) \geq \alpha$.
(ii) If $\operatorname{dim}_{\mathrm{p}}(A)>\alpha$, then there is a (relatively closed) nonempty subset $\widetilde{A}$ of $A$, such that $\operatorname{dim}_{\mathrm{p}}(\widetilde{A} \cap V)>\alpha$ for any open set $V$ which intersects $\widetilde{A}$.

Proof. (i) Let $A \subset \cup_{j=1}^{\infty} A_{j}$, where the $A_{j}$ are closed. We are going to show that there exist an open set $V$ and an index $j$ such that $V \subset A_{j}$. For this $V$ and $j$ we have: $\overline{\operatorname{dim}}_{\mathcal{M}}\left(A_{j}\right) \geq \overline{\operatorname{dim}}_{\mathcal{M}}\left(A_{j} \cap V\right)=\overline{\operatorname{dim}}_{\mathcal{M}}(A \cap V) \geq \alpha$. This in turn implies that $\operatorname{dim}_{\mathrm{p}}(A) \geq \alpha$. If $A_{j}$ is closed and for any $V$ open s.t. $V \cap A \neq \emptyset$, it holds that $V \not \subset A_{j}$, then $A_{j}^{c}$ is a dense open set relative to $A$. By Baire's category theorem $A \cap \bigcap_{j} A_{j}^{c} \neq \emptyset$, i.e., $A \not \subset \bigcup_{j} A_{j}$. Therefore, if $A \subset \bigcup_{j} A_{j}$ then there exists an open set, $V$, s.t. $V \cap A \neq \emptyset$ and s.t. $V \subset A_{j}$.
(ii) Define

$$
\widetilde{A}=A \backslash \bigcup\left\{J \text { rational interval }: \overline{\operatorname{dim}}_{\mathcal{M}}(J \cap A) \leq \alpha\right\}
$$

Then, any countable cover of $\widetilde{A}$ together with the sets removed on the right yields a countable cover of $A$, giving $\operatorname{dim}_{\mathrm{p}} \widetilde{A} \vee \alpha \geq \operatorname{dim}_{\mathrm{p}} A>\alpha$. Since $\widetilde{A} \subset A$, we conclude that $\operatorname{dim}_{\mathrm{p}} \widetilde{A}=\operatorname{dim}_{\mathrm{p}} A>\alpha$. If for some $V$ open, $V \cap \widetilde{A} \neq \emptyset$ and $\operatorname{dim}_{\mathrm{p}}(\widetilde{A} \cap V) \leq \alpha$ then $V$ contains some rational interval $J$ s.t. $\widetilde{A} \cap J \neq \emptyset$. For that $J$,

$$
\begin{aligned}
\operatorname{dim}_{\mathrm{p}}(A \cap J) & \leq \max \left(\operatorname{dim}_{\mathrm{p}}(A \backslash \widetilde{A}), \operatorname{dim}_{\mathrm{p}}(\widetilde{A} \cap J)\right) \\
& \leq \max \left(\alpha, \operatorname{dim}_{\mathrm{p}}(\widetilde{A} \cap V)\right)=\alpha
\end{aligned}
$$

contradicting the construction of $\widetilde{A}$.

## 24. Hausdorff dimension and random sets

Fix $p$. For $n \geq 0$, define $Q^{n}(p)$, to be random subsets of $[0,1]$ as follows. For $n>1$, $0 \leq i<2^{i}$ let $U_{i}^{n}$ be i.i.d. random variables uniform on $[0,1]$. Let

$$
Q^{n}(p)=\bigcup_{i: U_{i}^{n} \leq p}\left(i 2^{-n},(i+1) 2^{-n}\right)
$$

Define $Q(p)=\bigcap_{n} Q^{n}(p)$.
We call an interval $I$ a binary interval if it is of the form end $\left(i 2^{-n},(i+1) 2^{-n}\right)$ for some integers $i, n$. Note that each interval $I$ can be covered by two closed binary intervals of length at most $|I|$. Thus we can require covers to be made of binary intervals in the definition Hausdorff dimension for subsets of $\mathbb{R}$.

Lemma 24.1. If $A \subset[0,1]$ intersects the random set $Q\left(2^{-\alpha}\right)$ with positive probability then $\operatorname{dim}_{\mathcal{H}}(A) \geq \alpha$.

Proof. Let $b=\mathbb{P}\left(A \cap Q\left(2^{-\alpha}\right)\right)$. Then for any countable collection of binary subintervals of $[0,1]$ s.t. $A \subset \bigcup_{j} I_{j}$ we have

$$
b \leq \sum_{j} \mathbb{P}\left(I_{j} \cap Q\left(2^{-\alpha}\right) \neq \emptyset\right) \leq \sum_{j} \mathbb{P}\left(I_{j} \cap Q^{n_{j}}\left(2^{-\alpha}\right) \neq \emptyset\right)
$$

Here $n_{j}$ is defined so that $I_{j}$ is of length $2^{-n_{j}}$. Thus the summand on the right equals $\left(2^{-\alpha}\right)^{n_{j}}=\left|I_{j}\right|^{\alpha}$. Therefore $b \leq \sum_{j}\left|I_{j}\right|^{\alpha}$. However, if $\operatorname{dim}_{\mathcal{H}}(A)=\alpha_{1}<\alpha$, then there exists a collection of binary intervals $\left\{I_{j}\right\}$ s.t. $A \subset \bigcup_{j} I_{j}$ and s.t. $\sum_{j}\left|I_{j}\right|^{\alpha}<b$.

Corollary 24.2. If a random set $A \subset[0,1]$ intersects the independent random set $Q\left(2^{-\alpha}\right)$ with positive probability then $\left\|\operatorname{dim}_{\mathcal{H}}(A)\right\|_{\infty} \geq \alpha$.

Proof. By assumption

$$
0<\mathbb{P}(A \cap Q \neq \emptyset)=\mathbb{E} \mathbb{P}(A \cap Q \neq \emptyset \mid A) .
$$

By the previous lemma, when $\mathbb{P}(A \cap Q \neq \emptyset \mid A)>0$ we also have $\operatorname{dim}_{\mathcal{H}} A \geq \alpha$, so the right hand side equals

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{1}\left(\left\{\operatorname{dim}_{\mathcal{H}} A \geq \alpha\right\}\right) \mathbb{P}(A \cap Q \neq \emptyset \mid A)\right] & \leq \mathbb{E} \mathbf{1}\left(\left\{\operatorname{dim}_{\mathcal{H}} A \geq \alpha\right\}\right) \\
& =\mathbb{P}\left(\operatorname{dim}_{\mathcal{H}} A \geq \alpha\right) .
\end{aligned}
$$

Lemma 24.3. If a random set $A$ has $\mathbb{P}(A \cap K \neq \emptyset)>0$ for all fixed $K$ s.t. $\operatorname{dim}_{\mathcal{H}} K \geq \beta$, then $\left\|\operatorname{dim}_{\mathcal{H}}(A)\right\|_{\infty} \geq 1-\beta$.

Proof. We show that $\left\|\operatorname{dim}_{\mathcal{H}} Q\left(2^{-\alpha}\right)\right\|_{\infty} \geq 1-\alpha$. The hypothesis of the lemma will then imply that for $Q$ independent of $A, \mathbb{P}\left(A \cap Q\left(2^{-(1-\beta-\epsilon)}\right) \neq \emptyset\right)>0$ and thus by Corollary $24.2\left\|\operatorname{dim}_{\mathcal{H}}(A)\right\|_{\infty} \geq 1-\beta$.

Let $Q_{1}, Q_{2}$ be two independent random sets s.t. $Q_{1} \stackrel{\text { d }}{=} Q\left(2^{-\alpha}\right)$ and $Q_{2} \stackrel{\mathrm{~d}}{=} Q\left(2^{\alpha-1+\epsilon}\right)$. Then $Q_{1} \cap Q_{2} \stackrel{\mathrm{~d}}{=} Q\left(2^{\epsilon-1}\right)$. By the theory of branching processes, $\mathbb{P}\left(Q\left(2^{\epsilon-1}\right) \neq \emptyset\right)>0$. Thus, using Corollary 24.2 again, and taking $\epsilon \rightarrow 0$,

$$
\left\|\operatorname{dim}_{\mathcal{H}} Q\left(2^{-\alpha}\right)\right\|_{\infty} \geq 1-\alpha .
$$

## 25. An extension of Lévy's modulus of continuity

The following technical lemma is closely related to the discussion in the previous section. After stating it, we show how it implies a lower bound on the modulus of continuity for Brownian motion.

Lemma 25.1. Suppose that for each $n$ and open binary interval $I \subset[0,1]$ of length $2^{-n}$ we have an indicator random variable $Z_{I}$ with $\mathbb{P}\left(Z_{I}=1\right)=p_{n}$. Suppose further that if $|I|=|J|$ and $\operatorname{dist}(I, J)>\frac{c n}{2^{n}}$, then $Z_{I}$ and $Z_{J}$ are independent. Let

$$
\begin{aligned}
A_{n} & =\bigcup\left\{I:|I|=2^{-n}, Z_{I}=1\right\} \\
A & =\limsup _{n \rightarrow \infty} A_{n}=\bigcap_{n} \bigcup_{m \geq n} A_{n}
\end{aligned}
$$

If we have

$$
\liminf _{n \rightarrow \infty} \frac{\log _{2} p_{n}}{n} \geq-\theta
$$

then for any fixed $E \subset[0,1]$ closed, the following statements hold:
(i) If $\operatorname{dim}_{\mathrm{p}} E>\theta$, then $\mathbb{P}(E \cap A \neq \emptyset)=1$,
(ii) $\left\|\operatorname{dim}_{\mathcal{H}} A\right\|_{\infty} \geq 1-\theta$.

We will now use this lemma to prove the lower bound for the modulus of continuity of Brownian motion in a prescribed set.

Theorem 25.2. Let $\varphi(h)=(2 h \log (1 / h))^{1 / 2}$, and let $E \subset[0,1]$ be a closed set. Then

$$
\begin{equation*}
\sup _{t \in E} \limsup _{h \downarrow 0} \frac{\left|B_{t+h}-B_{t}\right|}{\varphi(h)} \geq \sqrt{\operatorname{dim}_{\mathrm{p}} E} . \tag{25.1}
\end{equation*}
$$

Moreover, the set of times

$$
\begin{equation*}
F_{\lambda}=\left\{t \in[0,1] \left\lvert\, \limsup _{h \downarrow 0} \frac{\left|B_{t+h}-B_{t}\right|}{\varphi(h)} \geq \lambda\right.\right\} \tag{25.2}
\end{equation*}
$$

satisfies $\left\|\operatorname{dim}_{\mathcal{H}}\left(F_{\lambda}\right)\right\|_{\infty} \geq 1-\lambda^{2}$.
In fact, the inequality in (25.1) is an equality, see D. Khoshnevisan, Y. Peres and Y. Xiao, Limsup random fractals, Elect. J. Probab., 5 (2000), paper 4, 1-24. The case $E=[0,1]$ is Lévy's modulus of continuity theorem. The set $F_{\lambda}$ defined in (25.2) is the set of " $\lambda$-fast points" for Brownian motion; Orey and Taylor (1974) showed that it has Hausdorff dimension $1-\lambda^{2}$ almost surely.

Proof. For each binary interval $I=\left(a 2^{-n},(a+1) 2^{-n}\right)$, set the indicator variable $Z_{I}=1$ iff the following two conditions hold:

$$
\begin{align*}
\sup _{t \in I}\left|B(t)-B\left((a+1) 2^{-n}\right)\right| & \leq 2^{-n / 2},  \tag{25.3}\\
\left|B\left((a+n) 2^{-n}\right)-B\left((a+1) 2^{-n}\right)\right| & \geq \lambda \varphi\left((n-1) 2^{-n}\right) . \tag{25.4}
\end{align*}
$$

Suppose that $Z_{I}=1$. For $t \in I$, set $h=(a+n) 2^{-n}-t$, so that $h \in\left((n-1) 2^{-n}, n 2^{-n}\right)$. Using the triangle inequality we get

$$
\begin{equation*}
|B(t+h)-B(t)| \geq \lambda \varphi\left((n-1) 2^{-n}\right)-2^{-n / 2} \tag{25.5}
\end{equation*}
$$

Dividing the left and right hand side of (25.5) by $\varphi(h)$ and $\varphi\left(n 2^{-n}\right)$, respectively, and noting $\varphi(h) \leq \varphi\left(n 2^{-n}\right)$, we have

$$
\frac{|B(t+h)-B(t)|}{\varphi(h)} \geq \lambda\left(\varphi\left((n-1) 2^{-n}\right)-2^{-n / 2}\right) / \varphi\left(n 2^{-n}\right) \rightarrow \lambda
$$

as $n \rightarrow \infty$. Therefore, if $t$ is contained in the intersection of a sequence $I_{j}$ of binary intervals with $\left|I_{j}\right| \downarrow 0$ and $Z_{I(j)}=1$, then

$$
\begin{equation*}
\limsup _{h \downarrow 0} \frac{\left|B_{t+h}-B_{t}\right|}{\varphi(h)} \geq \lambda . \tag{25.6}
\end{equation*}
$$

The events (25.3) and (25.4) are independent, so by scaling we can write

$$
\mathbb{P}\left(Z_{I}=1\right)=\mathbb{P}\left(\sup _{t \in(0,1)}\left|B_{t}-B_{1}\right|<1\right) \mathbb{P}\left(\left|B_{1}\right| \geq \lambda \sqrt{2 \log \left(2^{n} /(n-1)\right)}\right) .
$$

The first probability is a nonzero constant. For the second, we can use the usual tail estimate $\mathbb{P}\left(\left|B_{1}\right|>x\right)>c x^{-1} e^{-x^{2} / 2}$ for $x>1$ (see Lemma 2.5) to conclude that

$$
p_{n} \stackrel{\text { def }}{=} \mathbb{P}\left(Z_{I}=1\right) \geq\left(c_{\lambda}\left[\log \left(2^{n} /(n-1)\right)\right]^{-1 / 2}(n-1)^{\lambda^{2}}\right) 2^{-n \lambda^{2}} .
$$

In particular, $\lim \inf \left(\log _{2} p_{n}\right) / n \geq-\lambda^{2}$. Finally, note that the random variables $Z_{I}$ satisfy the conditions of Lemma 25.1 with $\theta=\lambda^{2}$, and that the theorem follows from the conclusions of the Lemma.

Proof of Lemma 25.1. Let $E \subset[0,1]$ be closed with $\operatorname{dim}_{\mathrm{p}} E>\theta$. Let $\tilde{E}$ be defined as in Lemma 23.1 (ii), i.e.,

$$
\tilde{E}=E \backslash \bigcup\left\{J \text { rational interval }: \operatorname{dim}_{\mathcal{M}}(J \cap E)<\theta\right\}
$$

¿From the proof of Lemma 23.1 we have $\operatorname{dim}_{\mathrm{p}} E=\operatorname{dim}_{\mathrm{p}} \tilde{E}$. Define

$$
A_{n}^{*}=\bigcup_{m \geq n} A_{m}
$$

By definition $A_{n}^{*} \cap \tilde{E}$ is open in $\tilde{E}$. We will show that it is also dense in $\tilde{E}$. This, by Baire's category theorem, will imply (i).

To show that $A_{n}^{*} \cap \tilde{E}$ is dense in $\tilde{E}$, we need to show that for any binary interval $J$ which intersects $\tilde{E}, A_{n}^{*} \cap \tilde{E} \cap J$ is a.s. non-empty.

For the rest of the proof, take $n$ large enough so that $\tilde{E} \cap J$ intersects more than $2^{n(\theta+2 \epsilon)}$ binary intervals of length $2^{-n}$, and so that $\left(\log p_{n}\right) / n>-\theta-\epsilon$. Let $S_{n}$ be the set of the intervals intersected. Define $T_{n}=\sum_{I \in S_{n}} Z_{I}$, so that

$$
\mathbb{P}\left(A_{n} \cap \tilde{E} \cap J=\emptyset\right)=\mathbb{P}\left(T_{n}=0\right)
$$

To show that this probability converges to zero, it suffices to prove that $\operatorname{Var} T_{n} /\left(\mathbb{E} T_{n}\right)^{2}$ does. The first moment of $T_{n}$ is given by

$$
\mathbb{E} T_{n}=\left|S_{n}\right| p_{n}>e^{(\theta+2 \epsilon) n} e^{-\theta-\epsilon n}=e^{\epsilon n}
$$

, where $\left|S_{n}\right|$ denotes teh cardinality of $S_{n}$. The variance can be written as

$$
\operatorname{Var} T_{n}=\operatorname{Var} \sum_{I \in S_{n}} Z_{I}=\sum_{I \in S_{n}} \sum_{J \in S_{n}} \operatorname{Cov}\left(Z_{I} Z_{J}\right)
$$

Here each summand is at most $p_{n}$, and the summands for which $I$ and $J$ are far are 0 by assumption. Thus the above is at most

$$
p_{n} \#\left\{(I, J) \in S_{n} \times S_{n}: \operatorname{dist}(I, J) \leq c n 2^{-n}\right\} \leq p_{n} c^{\prime} n\left|S_{n}\right|=c^{\prime} n \mathbb{E} T_{n}
$$

This means that $\operatorname{Var} T_{n} /\left(\mathbb{E} T_{n}\right)^{2} \rightarrow 0$. Thus we showed that $A_{n}^{*}$ is a.s. an open dense set, concluding the proof of (i).

Claim (ii) follows from (i) and Lemma 24.3.
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