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Let &1,&9, ... be the i.i.d. lifetimes in a renewal process, with non-arithmetic distribution function F'(s) =
P[¢ < s] and mean E§ = p € (0,00). Then Ty := Zle &; are the renewal times, N; := min{k : T > t},
and U(t) := EN;. The excess lifetime (or overshoot) is v¢ := T, — t, the current lifetime is §; := ¢t — T, 1,
and the total lifetime is §; := v + ;.

> Exercise 1.
(a) Find the renewal equation H(t) = h(t) + H = F(t) for H(t) := P[S; > ], where z > 0 is fixed
arbitrarily. (We actually did this in class.)
(b) Find the renewal equation for H(t) := P[v > z].
(c) Using the Renewal Theorem, find the limit distributions of 5; and v as t — oo.

If you did the previous exercise correctly, you understand why we are interested in the next one:

> Exercise 2.
(a) Show that, for any distribution function F'(¢),

/O "1 = Plmax{a, ) dt = / T sdF(s).

(b) Show that if X has distribution function F(¢), then the size-biased version X has distribution function
¢
wx Jo sAF(s).

From the previous two exercises, conclude the following:

> Exercise 3.
(a) The limit distribution of the total lifetime j3; is the size-biased version of ¢.

(b) The limit distribution of the overshoot 7; is the size-biased version € multiplied with an independent
Unif]0, 1] variable.

> Exercise 4.

(a) Recall (or prove now again) that if & + 11 + & + 12 + ... is an alternating renewal process with
expectations E; = p € (0,00) and En; = A € (0, 00), then the asymptotic proportion of time spent in
&-intervals is pu/(p + ).

(b) A harder, local version can be proved using an appropriate renewal equation and the Renewal Theorem:
if the distribution of the independent sum &; + 7; is non-arithmetic, then the probability that moment
t is in a &-interval converges to p/(p + A) as t — oo.

(c) As a special case, show that in a renewal process with a non-arithmetic renewal distribution with finite
mean, limy_, s P[number of renewals in [0, ¢] is odd} =1/2.

(d) * Does the last conclusion remain true if the renewal time has infinite mean?
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Exercise 5. For iid positive variables By, Bo,... with finite mean, consider Z,, := By + --- + B,,. Take a
random point U,, ~ Unif[0, Z,], and let K,, be the index that satisfies Zx, 1 < U, < Zg, . Show that Bk,
converges in distribution to the size-biased version B.

Exercise 6. Read the proof from Feller that W, 4 max{0, S1,...,S,}, where S; is the random walk with
increments X; := B;_1 — A;.

(a) Assume that EX; < 0. Then Spax = max{0,S57,5,...} is an almost surely finite variable, since
S, — —oo. Assume that E[etXf'] < oo for some t > 0. Show that P[Smax > m] < Cexp(—em) for
some 0 < ¢,C' < oo. In particular, ESyax < 00.

(b) Assuming ESp.x < 00, as in the previous item, show that W,,/n — 0 almost surely. Recall from class
that this implies that the a.s. limiting utilization ratio is A/p.

(c) Give an example of a sequence of random variables V,, on a single probability space so that they
converge in distribution to an almost surely finite variable V., but V,,/n does not converge almost
surely to 0.

(d)* In the case EX; < 0, can it happen that ESy.x = co? Can it happen that W,,/n does not converge
almost surely to 07

Exercise 7. Consider an M/G/1 system: the arrival process is Markovian, with rate A, the service is
general, with rate . Let Hy :=inf{t > 0: Q; = 0} be the length of the first busy period. Assume \ < p.

Show that the busy and idle periods form an alternating renewal process. Using Exercise 4 (a) and
Little’s law, show that EH; = Nfl/\

Exercise 8. Show that the copula C(uq,...,u,) of any n-dimensional joint distribution satisfies

max{l—n—i—Zui, O} < C(up,...,up) <minfug,...,uy}.

i=1

Show by examples that the upper bound is sharp for any n > 1, while the lower bound is sharp for n = 1, 2.



