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Let &1,&a, ... be the i.i.d. lifetimes in a renewal process, with non-arithmetic distribution function F'(s) =
P[¢ < s] and mean E{ = p € (0,00). Then T}, := Zle &; are the renewal times, Ny := min{k : T}, > t},
and U(t) := EN;. The excess lifetime (or overshoot) is v+ := T, — t, the current lifetime is §; := ¢t — T, 1,
and the total lifetime is §; := v + ;.

Exercise 1.

(a) Find the renewal equation H(t) = h(t) + H = F(t) for H(t) := P[f; > x], where z > 0 is fixed
arbitrarily. (We actually did this in class.)

(b) Find the renewal equation for H(t) := P[v > z].

(c) Using the Renewal Theorem, find the limit distributions of 8; and ~; as t — oc.

(d) Identify the limit distribution of the total lifetime [; as the size-biased version of &, and the limit
distribution of the overshoot ~; as the size-biased version fA multiplied with an independent Unif[0, 1]
variable. In order to avoid working with Stieltjes-integrals, you may assume that £ has a density
function.

Solution.
(b) Try to write a “recursion” for the distribution of v, i.e., a renewal equation.
Let H;(t) := P[~ > z]. Condition on T7.

P[’yt>l"T1]:

H.(t-Ty) UTH<t,
0 ift<Ty<t+ux,
1

ift+x<Ty.

Now average over the possible values of 717, i.e., take expectation. Recall that the cumulative distribution
function of T} is F(s).

Ply; > ] :E[P[% >z Tl]} /OtHz(ts)dF(s)

YO-Plt<T <tz
+1P[t+$<T1],

or, with the Stieltjes-convolution notation:
H,(t)=(Hy*F)(t)+1—F(t + x). (1)

(c) The Renewal Theorem says that, if F' has non-arithmetic distribution with finite mean p, and the
h(t) term in the renewal equation is directly integrable (e.g., positive and integrable), then

lim H(t) = 1 /OO h(s)ds.
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In (1), we have h(t) = 1 — F(t + x), which is positive, and

/Oooh(s)ds:/:ol—F(s)ds.

This is less than the same integral from 0 to oo, which is just E[T1] = p < oo, so this is indeed directly
integrable, and

1 o0
x»—);/x 1—-F(s)ds€[0,1] (2)

is indeed the tail of a distribution.
(d) What is the tail of the distribution of the size-biased version ¢ multiplied with an independent
U ~ Unif[0, 1] variable? By first conditioning on the value of &:

P[(U>z|= /m PsU > z]dlFg(s) = /w 1-— ngg(s) = p/m (s —x)dFe(s),
since ng(s) = ing(s) is the size-biasing. And this formula is actually the same as , by the following
picture:




