Problem Sheet # § 5

Markov chains

1) In London, the probability that a rainy day follows a 5) Consider a Markov chain with states 0,1, 2, ... and with
sunny day is 50% and the probability that a rainy day transition probabilities given by po; = p; > 0, Z‘::O Py
follows a rainy day is 30%. 1 zlcfio 105 % 00, Pri—1 =1 (G2 L)

Show that the chain is irreducible, aperiodic, recurrent

a) Find the long-run percentage of rainy days.
=, and find the stationary distribution.

b) Assume that today we have a rainy day. Find the
probability that we have rainy day on the day after

tomorrow. Find the probability that we have rainy day 6) Consider a random walk with states 0,1, ... for which
on the third day.

; . ) Diitl =Pin Pii-1 =@ =1—p; 1=01,...
2) We place a die on a table. In each minute we flip the

die to one of the neighboring page. The page is selected where po = 1. Find conditions for the process having
uniformly randomly. Let X, denote the number on the stationary distribution.

upturning page in the nth minute. Is it true that X, Letp; =pandg; =g=1—-pforj=0,1,.... Find
irreducible? Find the transition probability matrix and the the stationary distribution. (We will apply the results for
stationary distribution. finding the stationary distribution of the queue length in

M/M/1 system.)
3) N white and N black balls are distributed in two urns

in such a way that each contains N balls. We say that
the system is in state ¢ (¢ = 0,1,2,...) if the first urn _7)
contains 7 black balls. At each step, we draw one ball
from each urn and place the ball drawn from the second P= F e & }
urn into the first urn, and conversely with the ball from b 1-b
the first urn. Determine the transition probabilities p;;.

Suppose 0 < a,b < 1 and let

be a transition matrix corresponding to a Markov chain

4) Specify the classes of the following Markov chain, find with state space {0,1}. Show that

the their period and determine whether or not they are
] 1] 10 nl @ —a
recurrent. P a-+b) {{b ] (1-a-1b) {—b b]}
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L 0 1 0 0 8) A company signs each year a contract for delivery of a
certain product with one of three possible subcontractors.
(12 12 D 0 0 The sequence of chosen subcontractors forms a Markov
1/2 1/2 0 0 0 * chain with transition probability matrix:
Py= 10 0 1/2 1/2 0 PAS B S
o o 1;2 1?2 0| HATERL: . [2/3 13 0 Ve RAURE, Thra
11/4 1/4 0 0 1/2 Gl tfodl o 12/3 174 1/12 F](/ 7 o
. i Ty LTAUT 173 1/3 1/3 D¢ /f
Find the graph representation of each F;. R R ;
a) What is the proba,blhty of the finite trajectory 1223 in a) Find the probability that contractor 2 has been chosen
case 17 i £( Ao =1 ] 5= / for four successive years.
b} Find P(X; =2 | Xp = 1) and P(Xg =3| Xo=4) b) Find the frequency of choosing the first subcontractor.
in case 2. ¢) The annual cost of the contract with the subcontrac-
¢) Find P(Xy =2 | Xg = 1) and P(X3 = 3 | Xp = 4) tor 1,2,3 respectively is $50,000, $40,000, $45,000
in case 3. respectively. Find the average cost of applying sub-

contractors.
d) Compute the probability that, after a long time, the
same subcontractor is chosen two years in a row.




