
4th homework set, Due May 8, note that the deadline of the 5th homework will be May 15
(The sum of the points is 11, i.e., if you provide a good solution for all the exercises, you get one extra point)

1. (1p.) For a closed convex set Π of distributions on A, show that P� maximizes HpPq subject to P P Π if and
only if P� is the I-projection of the uniform distribution on A onto Π, and that then

DpP||P�q ¤ HpP�q �HpPq, for all P P Π. (1)

2. (4p.) Let Ξ be the log-linear family of distributions on Ω �
d�

i�1

t1, . . . , riu with interactions γ P Γ where

Γ � tt1, 2u, t2, 3u, . . . , td� 1, duu (taking for Q the uniform distribution on Ω).

(a) Show that P P PpΩq with SpPq � Ω belongs to Ξ if and only if it corresponds to a Markov chain, i.e., it
equals the joint distribution of random variables X1,..., Xd such that for each 3 ¤ j ¤ d the conditional
distribution of Xj on the condition X1 � x1,..., Xj�1 � xj�1 does not depend on x1, ..., xj�2.
Hint: Show first the following two statements:

• If P P Ξ, i.e., ProbpX1 � x1, . . . , Xd � xdq �
±d�1

i�1 Bipxi, xi�1q, then for X1,..., Xd with joint
distribution P

ProbpXd � xd|X1 � x1, . . . , Xd�1 � xd�1q �
ProbpX1 � x1, . . . , Xd � xdq°

x1dPt1,...,rdu
ProbpX1 � x1, . . . , Xd � x1dq

does not depend on x1, ..., xd�2.
• The t1, . . . , d�1umarginal of P , given by the sum in the denominator above, belongs to the log-linear

family of distributions on Ω1 �
d�1�
i�1

t1, . . . , riu with interactions t1, 2u, ...., td� 2, d� 1u.

(b) Draw the conclusion that among all distributions P P PpΩq with prescribed marginals P1,2, P2,3, ...,
Pd�1,d, that with largest entropy HpPq is the joint distribution of the Markov chain X1,..., Xd with
Xi, Xi�1 having joint distribution Pi,i�1, for i � 1, . . . , d� 1.
Hint: Use Problem 1

3. (2p.)



4. (4p.) (Glimpse into the general theory)

Read the general definition of the KL divergence below!

General definition of
the KL divergence
from wikipedia

The general KL divergence
is also always nonnegative,
and equals 0 iff the
measures P and Q are equal

If P is not absolutely 
continous with respect 
to Q, then the KL 
divergence is defined to 
be infinity

Let E be an exponential family of distributions Pθ, θ � pθ1, . . . , θkq P H on an arbitrary measurable space
pX ,Fq, defined by

dPθ

dµ
pxq � e�Λpθq�

°k
j�1 θjfjpxq, Λpθq � ln

»
e
°k

j�1 θjfjpxqµpdxq,

where f1, ..., fk are given (measurable) functions on pX ,Fq and H � tθ : Λpθq   8u.

Given a sample x � px1, . . . , xnq the MLE is the distribution PML that maximizes the normalized log-
likelihood function lpθq � 1

n � log
±n

i�1
dPθ

dµ pxiq.

(a) Show that lpθq �
°k

j�1 αjθj � Λpθq, where αj �
1
n

°n
i�1 fjpxiq!

(b) Prove that PML equals the reversed I-projection (onto E) of any element P of the linear family L � tP :³
fjpxqP pdxq � αju for which there exists Pθ0 P E with DpP }Pθ0q   8!

Hint: Prove that for P and Pθ0 above, and for all Pθ P E

DpP }Pθq � DpP }Pθ0q �
ķ

j�1

αjθ
0
j � Λpθ0q �

ķ

j�1

αjθj � Λpθq.

(c) Prove that if LX E � H, then PML equals the single element of LX E! You can use without proof that if
P� P LX E then the Pythagorean identity holds, i.e.,

DpP }Pθq � DpP }P�q � DpP�}Pθq, P P L, Pθ P E .

Remark: In the non-discrete case the MLE can exist even if LX E � H.


