Applied algebra Midterm test 19.10.2017.

1. Determine the standard matriz of the linear transformation f(x,y,z) = (z + z,y,z + y + 2), the
basis of Ker f and Im f, and the matriz of f in the basis B = {(1,0,0),(0,1,1),(0,2,1) }

Solution: Let A be the standard matrix, B = [f]s, and P the transition matrix. Then

T rT+2z 1 01
Aly| = Y Ve,y,z = A=10 1 0
z T+y+ =z 1 1 1

With Gaussian elimination:
1 0 1 1 0 1 1 0 1
A=10 1 0| —- |O 1 O —~ (O 1 O
1 1 1 01 0 0 0 O

is the row-echelon form of A, with leading ones in the first and second column, so the first and
second column of A form a basis of Im A: {(1,0,1),(0,1,1) }, and the solution of

T T —t —1
Aly| =0 is yl=1| 0] =t-| 0| = thebasisof Kerfis{(-1,0,1)}.
z z t 1
Finally,
1 0 0 100 ] 1 00 10 0] 1 00
P={0 1 2, [PI]=]0 1 2 | 01 0|~ (0O 1 2] 0 1 0f¢r
01 1 01 1| 001 00 -1 | 0 -1 1
100 1] 1 0 O 10 0
010 1] 0 -1 2 = P'=|0 -1 2 =
0010 1 -1 0 1 -1
1 1 1
B=P1'AP=| 2 3 4
-1 -1 -1
2. Find the diagonal form of the matrix A = {::1,) :1,)] , together with the transition matriz. Calculate
A™ for any natural number n.
Solution: ka(x)=|A—zxI| = ' _1_5 v 3 i o= 12 — 2x = z(x — 2), so the eigenvalues of A are
. . -3 1 1 ¢ 1
2 and 0. The eigenvectors for 2 are the solutions of | 3 =0, that is, v= | 3 (=3 ,
-1 1 . t 1
for 0 the solutions of _3 3 =0, that is, v = i = t- L Thus is a basis of
. .. - 11 1 2 0
eigenvectors. The transition matrix is P = 3 1| and PT"AP =D = 0 0
Jr 1] 10 1 1] 10 10 | —-1/2 1/2
[P|I]_[31|01]H[0 —2 | -3 1]H[01| 32 —1/2]

-z 1 1 1]f2n ol[-3 2 —on=t  gn-d
-1 _ n __ np—1 __ —
I e b F [ B I i
3. What can be the Jordan normal form of a matric A whose characteristic polynomial is ka(z) =

(x + 1)*2? and whose minimal polynomial is ma(z) = (x + 1)22%. Give the dimension of the
etgenspaces is each case.



Solution: From the characteristic polynomial: the eigenvalue —1 has multiplicity 4, and 0 has
multiplicity 2. From the minimal polynomial: the largest —1-block is of size 2, the largest 0-block
is of size 2. So there can only be one 0-block, but the sizes of the —1-blocks can be 2,2 or 2,1, 1:

r—1 1 0 0 0 07 r—1 1 0 0 0 07

0 -1 0 0 0 0 0 -1 0 0 0 0

Iy = 0 0 -1 1 0 0 or  Jy— 0 0 -1 0 0 0
0 0 0 -1 0 O 0 0 0 -1 0 O

0 0 0 0 0 1 0 0 0 0 0 1

L 0 0 0 0 0 0 L 0 0 0 0 0 0

Then dim V_; = 2 in the first case and 3 in the second (the number of —1-blocks), and dim Vj = 2
in both cases (the number of 0-blocks).

Which of the following matrices are self-adjoint, normal or unitary? Determine the definiteness of
those which are self-adjoint.

. 1 2 0 1 1/vV/5 0 2/\/5
A:[_Zl 1+l B=|0 2 -1 C= 0 -1 0
! 1 -1 1 —2/v5 0 1/V5
Solution: A is not even normal:
e 2 —1-2 . [ 2 1-2 .
AA_[—1+21 5 and AA_LJF% 5 ]#AA.

B is self-adjoint because it is real symmetric: B* = BT = B, so B is also normal.

C is unitary because its columns form an orthonormal basis in R?: they have length 1, and their
scalar products are 0. So C' is also normal.

By simultaneous row-column operations:

2 0 1 2 0 1 2 0 0
B=10 2 -1l lo 2 —1| “%lo 2 —1|
1 1
1 -1 1 0 -1 1 0 -1 1
20 0] f200
02 —1| 2 (o 2 o0
00 0 000

The diagonal matrix contains positive numbers and zeros in the diagonal, so B is positive semidef-
inite.

(Or one can calculate the eigenvalues: kp(z) = —2®+ 522 — 6 = x(x — 2)(z — 3), so the eigenvalues
are 0, 2,3 all nonnegative, thus B is positive semidefinite.)
1 1
. Determine the reduced SVD of A= | —1 1|, and the best approrimating matriz of rank 1.
1 1

3 1

C AT A
Solution: A' A= [1 3

s-[2 ]

:|,k‘ATA:$2—6$—|—8:($—2)($—4), )\1 :4, )\2:2, 0'1:2, 0'2:\/5,

The eigenvectors of AT A for A\; = 4 are the solutions of [_} _1 x = 0, which are the scalar
: 1 o . [1/v/2

multiples of [1}, SO a unit eigenvector is [1 / \/5]

The eigenvectors of AT A for \; = 2 are the solutions of i i x = 0, which are the scalar multi-

_1/\/5].

-1 o .
ples of [ 1], SO a unit eigenvector is [ 1/v/2
[1/v2 0
1

V:[l/ﬁ _1/\/5], U=AVy ! = 0
[ 1/vV2 0

1/vV2  1/V/2




T L/v2 0 2 0 1/vV2 1/V2
Sl I S R E R R

The rank 1 approximation is

1/v/2 11
AD =1 0 |-[2]-[1/v2 1/vV2]=]0 O
1/v/2 11

6. State the following definitions and theorems
a) rank of a matriz;
b) the theorem of polynomial interpolation;
¢) standard scalar product in C;
d) theorem about the connection between diagonalizability and the minimal polynomial of a matriz;
e) singular values.

Solution: a) The rank of a matrix A € K™*" is the dimension of the column space of the matrix,
that is, the maximum of the number of columns in A which are linearly independent.

b) Let K be a field, and suppose that ag,ay,...,a, € K are different, by, b1,...,b, € K. Then
there exists a unique polynomial f(z) € K[z] of degree at most n such that f(a;) = b; for
i=0,1,...,n.

c¢) For the column vectors x,y € C", the scalar product of x and y is (x,y) = x*y = 22:1 Ziy;-

d) Suppose that A € K™*" and k4(z) can be written as a product of linear polynomials. Then
A is diagonalizable if and only if every root of m4(x) has multiplicity 1.

e) For A € R™*", rank(A) = r, the singular values of A are 07 > 09 > .-+ > 0, > 0 if the
positive eigenvalues of AT A are 02 > 02 > --- > 02.



