
PROBABILITY AND STATISTICS, Problems to Lesson 7.

1. A fair die is rolled 100 times. Find the exact and the approximate
probability that the number of ’6’ outcomes is between 10 and 20.

Solution: let X be the number of the outcomes ’6’. Since X ∼ B100
(
1
6

)
,

the exact probability is

P(10 ≤ X ≤ 20) =
20∑

k=10

(
100

k

)(
1

6

)k (
1− 5

6

)100−k

.

This formula is correct to be written in the exam. The approxi-
mate probability can be calculated by the De Moivre–Laplace theorem,
where n = 100 is “large”.

X ∼ N

(
100

1

6
,

√
100

1

6

5

6

)
which is,

≈ N

(
50

3
,

√
510

6

)
.

Therefore, the probability is

P(10 ≤ X ≤ 20) = P(
10− 50

3√
510

6

≤
X − 50

3√
510

6

≤
20− 50

3√
510

6

)

By using the standard normal distribution function, this equals to

Φ(
2√
5

)− Φ(− 4√
5

) = Φ(
2√
5

) + Φ(
4√
5

)− 1 = 0.777

2. There are 300 parking permits and each permit holder comes to the
university with probability 0.7, independently of the others. How
many parking lots (l) to establish so that

P(someone with permit cannot find a place to park) = 0.01.

Solution: Let X be the number of permit holders coming in. Where
n = 300 and p = 0.7, therefore, X ∼ B300(0.7). Then by the Central
limit Theorem, X ∼ N (210,

√
63), and so,

P(X > l) = 0.01

and
P(X ≤ l) = 0.99.

But

P
(
X − 210√

63
≤ l − 210√

63

)
= 0.99

Φ

(
l − 210√

63

)
= 0.99

From the standard normal table, the value that corresponds to the
probability 0.99 is 2.33. Hence,

l − 210√
63

= 2.33

and l = 2.33 ·
√

63 + 210 ≈ 229.

1



3. 1000 persons arrive to the left or right entrance of a theater indepen-
dently (they choose between the entrances with 0.5-0.5 probability).
How many hangers (h)to place into the left and right cloak rooms, if
they want to give only a 1 percent chance to the event that somebody
cannot place his/her coat in the nearest cloakroom. (Each person has
a coat.)

Solution: let X be the number of people who arrive to the left. Since
X ∼ B1000(0.5), by using the Central Limit Theorem, X ∼ N (500,

√
250 =

5 ·
√

10).

P(X > h or 1000−X > h) = .05

Using the complementary event,

P(1000− h ≤ X ≤ h) = P(
−h− 500

5
√

10
≤ X − 500

5
√

10
≤ h− 500

5
√

10
) = 0.95

and

Φ

(
h− 500

5
√

10

)
−
(

1− Φ

(
h− 500

5
√

10

))
= .95

By solving this equation, h = 531.

4. Elections 2000. In a state (call it Florida) the voters vote for two
candidates randomly (with 0.5-0.5 probability), independently of each
other. If there are 5 million voters, what is the probability that the
difference of the votes given for the two candidates is less than 300 in
absolute value.

5. Overbooking. There are 300 seats on an airplane, but the airline com-
pany gives out more than 300 reservations as (because of connected
flights and other issues) passengers may not show up in time with
probability 0.2 (say, independently). How many reservations can be
made if the company wants to make the probability that a passenger
with valid reservation cannot get a boarding pass (overbooking) be
0.01.

6. Opinion poll. Find the number n of persons to be interviewed (inde-
pendently) so that the true (but unknown) population support p of a
candidate and its relative frequency based on this poll differ at most
0.01 with probability at least 90 percent.

7. Roulette. There are 18 black and 18 red fields on the wheel + 2 greens
for the bank. If red, one gains 1 EUR, otherwise loses 1 EUR. So his
gain is a rv X that takes on value 1 with probability 18/38 and -1 with
probability 20/38. Find the expectation and variance of X.
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(a) With the CLT, approximate the probability that after 100 games
one has a positive balance.

(b) At a night, 100 persons play, and each plays 100 times. With
the CLT, approximate the probability that during this night the
Casino gains at least 296 EUR.

8. Let X1, . . . , X36 be i.i.d. U(0, 1) rv’s. With CLT, approximate the
probability that

∑36
i=1Xi ≥ 20.

9. Let X1, . . . , X36 be i.i.d. P(2.25) rv’s. Formulate the exact probability
that

∑36
i=1Xi ≥ 80.

With CLT, approximate the probability that
∑36

i=1Xi ≥ 80.
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