
Probability I{ Chap. 2: Axioms of Probability 12.1 Introdution� Introdue the onept of the probability ofan event and then show how these probabil-ities an be omputed in ertain situations.� Need the onept of the sample spae andthe events of an experiment.2.2 Sample spae and eventsSample spae All possible outomes of anexperiment.Some examples:1. The sex of a newborn hild: S = fg; bg2. The order of �nish in a rae among 7 horseshaving post positions 1, 2, 3, 4, 5, 6, 7:S = fall 7! permutations of (1, 2, 3, 4, 5, 6, 7)g3. The outomes of ipping two oins:S = f(H;H); (H;T ); (T;H); (T; T )g



Probability I{ Chap. 2: Axioms of Probability 24. The outomes of tossing two oins:S = f(i; j) : i; j = 1; 2; 3; 4; 5; 6g5. The lifetime of a transistor:S = fx : 0 � x <1gEvent Any subset of the sample spae.Previous examples:1. E = fgg2. E = fall outomes in S starting with a 3g3. E = f(H;H); (H;T )g4. E = f(1; 6); (2; 5); (3; 4); (4; 3); (5; 2); (6; 1)g5. E = fx : 0 � x � 5gOperations on eventsUnion E [F : All points are either in E orin F or in both E and F .Intersetion E \F (EF ): All points arein both E and F .



Probability I{ Chap. 2: Axioms of Probability 3Mutually exlusive If E \F = ;.Union of in�nite events 1[n=1En: Allpoints are in En for at least one value ofn = 1; 2; : : :.Intersetion of in�nite events 1\n=1En:All points are in all events of En; n = 1; 2; : : :.Complement E: All points in the samplespae S are not in E.
S = ;Contained E � FVenn diagram A graphial representationis very useful for illustrating logial relationsamong events.Rules of logial operations on events



Probability I{ Chap. 2: Axioms of Probability 4Commutative E [ F = F [E EF = FEAssoiative (E [ F ) [G = E [ (F [G) (EF )G = E(FG)Distributive (E [ F )G = EG [ FG EF [G = (E [G)(F [G)DeMorgan's laws:0BB� n[i=1Ei1CCA = n\i=1Ei0BB� n\i=1Ei1CCA = n[i=1Ei2.3 Axioms of probabilityFor eah event E of the sample spae S, wede�ne n(E) to be the number of time in the�rst n repetitions of the experiment that theevent E ours.P (E) = limn!1 n(E)nAxiom 1 0 � P (E) � 1Axiom 2 P (S) = 1



Probability I{ Chap. 2: Axioms of Probability 5Axiom 3 For any sequene of mutually exlu-sive events E1; E2; : : : (that is, events forwhih EiEj = ; when i 6= j),P 0BB�1[i=1Ei1CCA = 1Xi=1P (Ei)We refer to P (E) as the probability of theevent E.For any �nite sequene of mutually exlusiveevents E1; E2; : : : ; En;P 0BB�n[1 Ei1CCA = nXi=1P (Ei)
Example 2.3a. If our experiment onsistsof tossing a oin and if we assume that a headis as likely to appear as a tail, then we wouldhave P (fHg) = P (fTg) = 12� If the oin were biased and we felt that ahead were twie as likely to appear as a tail,



Probability I{ Chap. 2: Axioms of Probability 6then we would haveP (fHg) = 23 P (fTg) = 13Example 2.3b. If a die is rolled and we sup-pose that all six sides are equally likely to ap-pear, then we would have P (f1g) = P (f2g) =P (f3g) = P (f4g) = P (f5g) = P (f6g) = 16From Axiom 3 it would thus follow that theprobability of rolling an even number wouldequalP (f2; 4; 6g) = P (f2g)+P (f4g)+P (f6g) = 12The assumption of the existene of a setfuntion P , de�ned on the event of a sam-ple spae S, and satisfying Axioms 1, 2, and3, onstitutes the modern mathematial ap-proah to probability theory.2.4 Some simple propositions� 1 = P (S) = P (E [E) = P (E) + P (E)



Probability I{ Chap. 2: Axioms of Probability 7Propositions 4.1P (E) = 1� P (E)
Propositions 4.2If E � F; then P (E) � P (F ):
� Sine E � F , then F = E [ EF .� From Axiom 3, P (F ) = P (E) + P (EF ),whih proves the result, sine P (EF ) � 0.Proposition 4.3P (E [ F ) = P (E) + P (F )� P (EF )
� From Axiom 3,P (E [ F ) = P (E [EF )= P (E) + P (EF )� Sine F = EF[EF , we again obtain fromAxiom 3 thatP (F ) = P (EF ) + P (EF )



Probability I{ Chap. 2: Axioms of Probability 8thus ompleting the proof.Example 2.4a. Suppose that we toss twooins and suppose that eah of the four pointsin the sample spaeS = f(H;H); (H;T ); (T;H); (T; T )gis equally likely and hene has probability 14.� Let E = f(H;H); (H;T )g and F = f(H;H); (T;H)g.� P (E [ F ) = P (E) + P (F )� P (EF )= 12 + 12 � P (fH;Hg)= 1� 14= 34Probability of any one of the three events Eor F or G ours: P (E [F [G) = P (E) +P (F )+P (G)�P (EF )�P (EG)�P (FG)+P (EFG)



Probability I{ Chap. 2: Axioms of Probability 9Proposition 4.4P (E1[E2 [ � � �[En) = nXi=1P (Ei)� Xi1<i2 P (Ei1Ei2) + � � �+ (�1)r+1 Xi1<i2<���<ir P (Ei1Ei2 � � �Eir)+ � � � + (�1)n+1P (E1E2 � � �En)The summation Xi1<i2<���<ir P (Ei1Ei2 � � �Eir)is taken over all of the  nr! possible subsets ofsize r the set f1; 2; : : : ; ng.2.5 Sample spae having equally likelyoutomes� S = f1; 2; : : : ; Ng� P (fig) = 1N� P (E) = number of points in Enumber of points in SExample 2.5a. If two die are rolled, whatis the probability that the sum of the upturnedfaes will equal 7?� S = f(i; j)j i; j = 1; 2; : : : ; 6g



Probability I{ Chap. 2: Axioms of Probability 10� 6 possible outomes:(1; 6); (2; 5); (3; 4); (4; 3); (5; 2); (6; 1)� The desired probability is 636 = 16.Example 2.5b. If 3 balls are "randomlydrawn" from a bowl ontaining 6 white and5 blak balls, what is the probability that oneof the drawn balls is white and the other twoblak?� Regard the outome of the experiment asthe ordered set of drawn balls:{ Sample spae ontains 11 � 10 � 9 = 990outomes.{ There are 6 � 5 � 4 = 120 outomes inwhih the �rst ball seleted is white andthe other two blak.{ 5 � 6 � 4 = 120 outomes in whih the �rstis blak, the seond white and the thirdblak.



Probability I{ Chap. 2: Axioms of Probability 11{ 5 � 4 � 6 = 120 outomes in whih the �rsttwo are blak, and the third two white.{ The desired probability is 120+120+120990 =411.� Regard the outome of the experiment asthe unordered set of drawn balls:{  113 ! = 165 outomes in S.{  61! 52! = 4 desired outomes.{ (61)(52)(113 ) = 411Example 2.5. A ommittee of 5 is to beseleted from a group of 6 men and 9 women.If the seletion is made randomly, what is theprobability that the ommittee of 3 men and 2women?
� The desired probability is (63)(92)(155 ) = 2401001.Example 2.5d. An urn ontains n balls, ofwhih one is speial. If k of these balls are



Probability I{ Chap. 2: Axioms of Probability 12withdrawn one at a time, with eah seletionbeing equally likely to be any of the balls thatremain at the time, what is the probability thatthe speial ball is hosen?
� Pfspeial ball is seletedg = (11)(n�1k�1)(nk) = kn� Alternative:{ Ai : The speial ball is the ith ball to behosen, i = 1; : : : ; k.{ P 0BB� n[i=1Ai1CCA = kXi=1P (Ai) = kn{ P (Ai) = (n�1)!n! = 1nExample 2.5e. Suppose that n+m balls, ofwhih n are red and m are blue, are arrangedin a linear order in suh a way that all (n +m)! possible orderings are equally likely. If wereord the result of this experiment by only list-ing the olors of the suessive balls, show thatall the possible results remain equally likely.



Probability I{ Chap. 2: Axioms of Probability 13� Every ordering of the olors has probabilityn!m!(n+m)! of ourring.� 2 red balls: r1; r2; 2 blue balls: b11; b2.� The following orderings result in the sues-sive balls alternating in olor with a red ball�rst:r1; b1; r2; b2 r1; b2; r2; b1 r2; b1; r1; b2 r2; b2; r1; b1� Eah of the possible orderings of the olorshas probability 424 = 16.Example 2.5f. A poker hand onsists of 5ards. If the ards have distint onseutivevalue and are not all of the same suit, we saythat the hand is a straight. For instane, ahand onsisting of the �ve of spades, six ofspades, seven of spades, eight of spades, andnine of hearts is a straight. What is the prob-ability that one is dealt a straight?�  525 ! possible poker hands.� 45 hands leading to exatly one ae, two,three, four, and �ve.



Probability I{ Chap. 2: Axioms of Probability 14� 45� 4 hands make up a straight of the formae, two, three, four, and �ve.� 10(45 � 4) hands are straight.� The desired probability: 10(45�4)(525 ) � :0039.
Example 2.5g. A 5-ard poker hand is saidto be a full house if it onsist of 3 ards of thesame denomination and 2 ards of the samedenomination. What is the probability thatone is dealt a full house?� There are  525 ! possible hands.� There are  42! 43! di�erent ombinations of,say 2 tens and 3 jaks.� There are 13 di�erent hoies for the kind ofpair and, after a pair has been hosen, thereare 12 other hoies for the denomination ofthe remaining 3 ards.



Probability I{ Chap. 2: Axioms of Probability 15� The probability of a full house13 � 12 �  42! 43! 525 ! � :0014
Example 2.5h. In the game of bridge theentire dek of 52 ards is dealt out to 4 players.What is the probability that(a) one of the players reeives all 13 spades;{ There are  5213;13;13;13! possible divisions ofthe ards among the 4 distint players.{ There are  3913;13;13! possible divisions ofthe ards leading to a �xed player havingall 13 spades.{ The desired probability is 4( 3913;13;13)( 5213;13;13;13) �6:3� 10�12.(b) eah player reeives 1 ae?{ There are  4812;12;12;12! possible divisions ofthe other 48 ards when eah player is toreeive 12.



Probability I{ Chap. 2: Axioms of Probability 16{ There are 4! ways of dividing the 4 aesso that eah player reeives.{ The desired probability is 4!( 4812;12;12;12)( 5213;13;13;13) �:105.Example 2.5i. It n people are present in aroom, what is the probability that no two ofthem elebrate their birthday on the same dayof the year? How large need n be so that thisprobability is less than 12?� There are 365n possible outomes.� The desired probability ispn = (365)(364) � � � (365� n + 1)=(365)n�When n � 23, pn � 12.�When n = 50, 1� pn = :970.�When n = 100, 1� pn � 3�1063�106+1.Example 2.5j. A dek of 52 playing ardsis shu�ed and the ards turned up one at a



Probability I{ Chap. 2: Axioms of Probability 17time until the �rst ae appears. Is the nextard{that is, the ard following the �rst ae{more likely to be the ae of spades or the twoof lubs?� There are 51! orderings of the ae of spadesimmediately following the �rst ae.� There are 51! orderings of the two of lubsimmediately following the �rst ae.� Pfthe ae of spades follows the �rst aeg =Pfthe two of lub follows the �rst aeg =(51)!(52)! = 152Example 2.5k. A football team onsists of20 o�ensive and 20 defensive players. The playerare to be paired in groups of 2 for the pur-pose of determining roommates. If the pair-ing is done at random, what is the probabil-ity that there are no o�ensive-defensive room-mate pairs? What is the probability that thereare 2i o�ensive-defensive roommate pairs, i =1; 2; : : : ; 10?



Probability I{ Chap. 2: Axioms of Probability 18�  402;2;:::;2! = (40)!(2!)20 ways of dividing the 40players into 20 ordered pairs of two eah.�
P2i =  202i!2(2i)! 264 (20�2i)!210�i(10�i)!3752(40)!220(20)! i = 0; 1; : : : ; 10

� Hene the probability of no o�ensive-defensiveroommate pairs all it P0, is given by
P0 = 0B� (20)!210(10)!1CA2(40)!220(20)! = [(20)!℄3[(10)!℄2(40)!� 1:3403� 10�6P10 � :345861P20 � 7:6068� 10�6

Next three examples illustrate the usefulness ofProposition 4.4.Example 2.5l. A total of 36 members of alub play tennis, 28 play squash, and 18 play



Probability I{ Chap. 2: Axioms of Probability 19badminton. Furthermore, 22 of the membersplay both tennis and squash, 12 play both ten-nis and badminton, 9 play both squash andbadminton. and 4 play all three sports. Howmany members of this lub play at least one ofthese sports?� P (C) = number of members in CNN : The number of members of the lub.� T : The set of members that plays tennis.S: The set of members that plays squash.B: The set of members that plays bad-minton.P (T [ S [B) = P (T ) + P (S) + P (B)� P (TS)�P (TB)� P (SB) + P (TSB)= 36 + 28 + 18� 22� 12� 9 + 4N= 43NExample 2.5m. The mathing problem.Suppose that eah of N men at a party throwshis hat into the enter of the room. The hates



Probability I{ Chap. 2: Axioms of Probability 20are �rst mixed up, and then eah man ran-domly selets a hat. What is the probabilitythat(a) none of the men selets his own hat;{ Ei: ith man selets his own hat.{ P 0� N[i=1Ei1A = NXk=1(�1)k+1 Xi1<i2<���<ik P (Ei1 � � �Eik){ 1� P 0BB� N[i=1Ei1CCA = 1� 1 + 12! � 13! + � � � +(�1)NN !(b) exatly k of the men selet their own hats?{ None of N � k men selets his own hat:1� 1 + 12! � 13! + � � � + (�1)N�k(N�k)!{  Nk ! possible seletions of a group of kmen.{ (Nk )(N�k)!2641�1+ 12!� 13!+���+(�1)N�k(N�k)! 375N != 1�1+ 12!� 13!+���+(�1)N�k(N�k)!k!



Probability I{ Chap. 2: Axioms of Probability 21� e�1k!Example 2.5n. If 10 married ouples areseated at random at a round table, omputethe probability that no next to her husband.� Ei: ith ouple sit next to eah other.� The desired probability is 1� P 0BB� n[i=1Ei1CCA.� P (Ei1Ei2 � � �Ein) = 2n(19�n)!(19)!� The probability that at least one marriedouple sits together equals 101 !21(18)!(19)! �  102 !22(17)!(19)! +  103 !23(16)!(19)!� � � � �  1010!210 (9)!(19)! � :6605� The desired probability is approximately .3395.*Example 2.5o. Runs Consider an ath-leti team that had just �nished its season witha �nal reord of n wins and m losses. By ex-amining the sequene of wins and losses, we



Probability I{ Chap. 2: Axioms of Probability 22are hoping to determine whether the team hadstrethes of games in whih it was more likelyto win than at other times. One way to gain in-sight into this question is to ount the numberof runs of wins and then see how likely that re-sult would when all (n+m)!=n!m! orderings ofthe n wins and m losses are assumed equallylikely. By a run of wins we mean a onse-utive sequene of wins. For instane, if n =10;m = 6 and the sequene of outomes wasWWWLLWWWLWLLLWWWW , then therewould be 4 runs of wins{the �rst run being ofsize 2, the seond of size 3, the third of size 1,and the fourth of size 4.� There are  n+mn ! orderings are equally likely.� Assume r runs of wins.� xi: The size of ith run.� x1 + � � � + xr = n xi > 0� yi: The number of losses between (i� 1)thruns of wins and ith runs of wins.



Probability I{ Chap. 2: Axioms of Probability 23� y1 + � � � + yr+1 = m y1; yr+1 � 0; yi > 0� �y1 = y1 + 1; �yr+1 = yr+1 + 1; �yi = yi� �y1 + � � � + �yr+1 = m + 2 �yi > 0� There are  m+1r ! suh outomes.� There are  n�1r�1! suh outomes for xis.� P (fr runs of winsg) = (m+1r )(n�1r�1)(n+mn )� If n = 8;m = 6, then the probability of 7runs is (77)(76)(148 ) = 1=429.� Hene, if the outome wasWLWLWLWLWWLWLW , then we mightsuspet that the team's win probability washanging over time.� On the other extreme, if the outome wereWWWWWWWWLLLLLLL, then therewould have been only 1 run, it would thusagain seem unlikely that the team's win prob-ability remained unhanged over its 14 games.



Probability I{ Chap. 2: Axioms of Probability 24*2.6 Probability as a ontinuous setfuntionIf fEn; n � 1g is an inreasing (dereasing)sequene of event, then we de�ne a new event.denoted by limn!1En, bylimn!1En = 1[i=1Ei 0BB�1\i=1Ei1CCAProposition 2.6.1 If fEn; n � 1g is ei-ther an inreasing or a dereasing sequene ofevents, thenlimn!1P (En) = P ( limn!1En)
� Suppose fEn; n � 1g is an inreasing se-quene and de�ne the events Fn; n � 1 by� F1 = E1� Fn = En 0BB�n�1[i=1 Ei1CCA = EnEn�1 n > 1
� Used n�1[i=1 Ei = En�1



Probability I{ Chap. 2: Axioms of Probability 25� So 1[i=1Fi = 1[i=1Ei and n[i=1Fi = n[i=1Ei� P 0BB�1[1 Ei1CCA = P 0BB�1[1 Fi1CCA= 1X1 P (Fi) (by Axiom 3)= limn!1 nX1 P (Fi)= limn!1P 0BB�n[1 Fi1CCA= limn!1P 0BB�n[1Ei1CCA= limn!1P (En)whih proves the result when fEn; n � 1gis inreasing.� The proof for dereasing events is similar.Example 2.6a. Probability and a paradox.Suppose that we posses an in�nitely large urnand an in�nite olletion of balls labeled ballnumber 1, number 2, number 3, and so on.Consider an experiment performed as follows.



Probability I{ Chap. 2: Axioms of Probability 26At 1 minute to 12 P.M., balls numbered 1 through10 are plaed in the urn, and ball number 10is withdrawn. At 12 minute to 12 P.M., ballsnumbered 11 through 20 are plaed in the urn,and ball number 20 is withdrawn. At 14 minuteto 12 P.M., balls numbered 21 through 30 areplaed in the urn, and ball number 30 is with-drawn. At 18 minute to 12 P.M., and so on.The question of interest is, how many balls arein the urn at 12 P.M.?� There is an in�nite number of balls in theurn at 12 P.M.� Let us hange the experiment and supposethat at 1 minute to 12 P.M. balls numbered1 through 10 are plaed in the urn, andball number 1 is withdrawn. At 12 minuteto 12 P.M., balls numbered 11 through 20are plaed in the urn, and ball number 2 iswithdrawn. At 14 minute to 12 P.M., ballsnumbered 21 through 30 are plaed in theurn, and ball number 3 is withdrawn. At 18



Probability I{ Chap. 2: Axioms of Probability 27minute to 12 P.M., and so on.{ The urn is empty at 12 P.M.� Let us now suppose that whenever a ballis to be withdrawn that ball is randomlyseleted from among those present.{We shall show that, with probability 1,the urn is empty at 12 P.M.{ En: The event the event that ball num-ber 1 is still in the urn after the �rst nwithdrawals have been made.{ P (En) = 9�18�27���(9n)10�19�28���(9n+1){ Pfball number 1 is still in the urn at 12 P.M.g =P 0BB� n\i=1En1CCA = limn!1P (En) = 1Yi=1 0BBB� 9n9n + 11CCCA{ 1Yi=1 0BBB�9n + 19n 1CCCA = 1Yi=1 0BBB�1 + 19n1CCCA =1{ Hene, let Fi denote the event that ballnumber i is in the urn at 12 P.M., we anshow similarly P (Fi) = 0.2.7 Probability as a measure of belief



Probability I{ Chap. 2: Axioms of Probability 28Example 2.7a. Suppose that in a 7-horserae you feel that eah of the �rst 2 horses hasa 20 perent hane of winning, horses 3 and 4eah has a 15 perent hane, and the remain-ing 3 horses, a 10 perent hane eah. Wouldit be better for you to wager at even money,that the winner will be one of the �rst threehorses, or to wager, again at even money, thatthe winner will be one of the horses 1,5,6,7?� The probability of winning the �rst bet is.2+ .2+ .15 =.55� It is .2 + .1+ .1+ .1 = .5 for the seond.� Hene the �rst wager is more attrative.Summary� Sample spae S: The set of all possible out-omes of a an experiment.� n[i=1Ai: All outomes that are in at least oneof the events.



Probability I{ Chap. 2: Axioms of Probability 29� n\i=1Ai: All outomes that are in all of theevents.� A: All outomes that are not in A.� ;: The null set.�Mutually exlusive: AB = ;� Axiom of probability:(i) 0 � P (A) � 1(ii) P (S) = 1(iii) For mutually exlusive sets aiP 0BB� n[i=1Ai1CCA = nXi=1P (Ai)� P (A) = 1� P (A)� P (A [B) = P (A) + P (B)� P (AB)� P 0B� n[i=1Ai1CA = Xi1<i2<���<ik(�1)k+1P (Ai1Ai2 � � �Aik)� If S is �nite and eah one point set is as-sumed to have equal probability, thenP (A) = jAjjSj


