
MULTIVARIATE STATISTICS, Lesson 4.
ML-estimation of the multivariate normal parameters and the Wishart-distribution

• Definition: the p× p random matrix W is a (centered) Wishart-matrix if it is of the form
W = XXT , where the column vectors of the p × n random matrix X are i.i.d. Np(0,C)-
vectors. In other words, the joint distribution of the entries of W is Wishart-distribution
with parameters p (dimension), n (degrees of freedom), and C (covariance matrix). Notation:
W ∼ Wp(n,C).(W is symmetric, positive semidefinite.)

• Remarks:

1. Because of its symmetry W follows, in fact, a p(p + 1)/2-dimensional distribution.

2. Denoting the column vectors of X by X1,X2, . . . ,Xn, W =
∑n

k=1 XkX
T
k .

3. If C > 0 and n > p, then W > 0 (positive definite) with probability 1.

4. The n× p matrix XT is called data matrix.

5. The Wp(n, Ip)-distribution is called standard Wishart-distribution. In case of p = 1 it is
the χ2(n)-distribution.

• Standardization: Let C > 0 be symmetric, positive definite. Then W ∼ Wp(n,C) holds if
and only if C−1/2WC−1/2 ∼ Wp(n, Ip).

• Additivity: If W1 ∼ Wp(n,C) and W2 ∼ Wp(m,C) are independent, then W1 + W2 ∼
Wp(n + m,C).

• Theorem (Lukács): Let X1,X2, . . . ,Xn ∼ Np(m,C) i.i.d. sample, further

X̄ :=
1

n

n∑
k=1

Xk and S :=
n∑

k=1

(Xk − X̄)(Xk − X̄)T . Then

1. X̄ ∼ Np(m,
1

n
C),

2. S ∼ Wp(n− 1,C),

3. X̄ és S are (stochastically) independent.

• Definition: S/n is the empirical, while S/(n− 1) is the corrected empirical covariance
matrix based on the above i.i.d. sample.

• ML-estimation based on the X1,X2, . . . ,Xn ∼ Np(m,C) i.i.d. sample: m̂ = X̄, Ĉ = S/n.
It follows from the following form of the likelihood function:

Lm,C(X1, . . . ,Xn) =
1

(2π)np/2|C|n/2
e−

1
2
trC−1S · e−

1
2
n(X̄−m)T C−1(X̄−m)

• Theorem: The density of the standard Wishart matrix W ∼ Wp(0, Ip) and that of its
eigenvalues is

cnp|W|
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trW and κnp(
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∏
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|λj − λk|,

where the normalizing constants cnp and κnp only depend on p and n (n > p).

• Theorem: The density of the Wishart-matrix W ∼ Wp(0,C) is

cnp|W|
n−p−1
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n
2 e−

1
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trC−1W.


