
Stohasti Analysis

Problem Set 2

Filtrations, Stopping Times, Markov Property,

Martingales, . . .

2.1 Let t 7→ X(t) be a stohasti proess in a omplete separable metri spae S. Prove

that the following two formulations of the Markov property are atually equivalent.

(Note that formulation (b) is a priori stronger than (a).)

a.) For any 0 ≤ t, 0 ≤ u and F : S → R bounded and measurable

E
(

F (X(t+ u))
∣

∣ FX
t

)

= E
(

F (X(t+ u))
∣

∣ σ(Xt)
)

.

b.) For any 0 ≤ t, n ∈ N, 0 ≤ u1 ≤ u2 ≤ · · · ≤ un and F : Sn → R bounded and

measurable

E
(

F (X(t+ u1), X(t+ u2), . . . , X(t+ un))
∣

∣ FX
t

)

=

E
(

F (X(t+ u1), X(t+ u2), . . . , X(t+ un))
∣

∣ σ(Xt)
)

.

Hint: Apply the "tower rule" of onditional probabilities.

2.2 a.) Prove that t 7→ B(t) is a martingale and t 7→ B(t)2 is a submartingale (with

respet to the �ltration (FB
t )t≥0).

b.) Let t 7→ M(t) be a martingale (w.r.t. a �ltration (Ft)t≥0) and ψ : R → R a

onvex funtion. Let

Y (t) := ψ(M(t)).

Assuming that E (|ψ(M(t)) |) < ∞ for all t ≥ 0, prove that t 7→ Y (t) is a

submartingale. Hint: Use Jensen's inequality.

2.3 Show that the proesses t 7→ B(t), t 7→ B(t)2 − t and t 7→ B(t)3 − 3tB(t) are

martingales adapted to the �ltration {FB
t }t≥0.

1



2.4 Chek whether the following proesses are martingales with respet to the �ltration

(

FB
t

)

t≥0
:

(a) X(t) = B(t) + 4t,

(b) X(t) = B(t)2,

(c) X(t) = t2B(t)− 2

∫ t

0

sB(s)ds,

(d) X(t) = B1(t)B2(t),

where B1 and B2 are two independent Brownian motions.

2.5 Let −a < 0 < b and denote

τ
left

:= inf{s > 0 : B(s) = −a}, τ
right

:= inf{s > 0 : B(s) = b}, τ := min{τ
left

, τ
right

}.

a.) By applying the Optional Stopping Theorem ompute P (τ
left

< τ
right

) and E (τ).

b.) By "applying" the Optional Stopping Theorem it would "follow" thatE (B(τa)) =

0. However, learly B(τa) = a by de�nition (and ontinuity of the Brownian mo-

tion). What is wrong with the argument?

2.6 a.) Let θ ∈ R be a �xed parameter. Show that the proesses t 7→ exp{θB(t)−θ2t/2}
is a martingale with respet to the �ltration {FB

t }t≥0.

b.) By di�erentiating with respet to θ and letting then θ = 0 derive a martingale

whih is a fourth order polynomial expression of B(t)

.) For any n ∈ N let

Hn(x) := ex
2/2 d

n

dxn
e−x2/2.

Show that Hn(x) is a polynomial of order n in the variable x. (It is alled the

Hermite polynomial of order n.). Compute Hn(x) for n = 1, 2, 3, 4.

d.) Show that for any n ∈ N the proess t 7→ tn/2Hn(B(t)/
√
t) is a martingale.

2.7 Let t 7→ B(t) be standard 1d Brownian motion and τ := inf{t > 0 : |B(t) | = 1}.
Prove that

E
(

e−λτ
)

= cosh(
√
2λ)−1, λ ≥ 0.

Hint: Apply the Optional Stopping Theorem to the exponential martingale de�ned

in problem 2.6.
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2.8 Denote

J : R → R, J(λ) :=
1

π

∫ π/2

−π/2

eλ cos θdθ.

Let B(t) = (B1(t), B2(t)) be a two-dimensional Brownian motion and

τ := inf{t : |B(t) | = 1}.

That is: τ is the �rst hitting time of the irle entred at the origin, with radius 1.

Prove that

E
(

e−λτ
)

= J(
√
2λ)−1, λ ≥ 0.

Hint : Apply the Optional Stopping Theorem to the martingale t 7→ exp{θ · B(t) −
| θ |2 t/2}, where θ ∈ R

2
, with the stopping time τ .

2.9 Let B(t) be a standard Brownian motion and let ξ be a random variable with

Bernoulli
(

1
2

)

distribution, independent of B(t). Let X(t) = ξ(1 + B(t)). Show

that X(t) is Markov but not strongly Markov (w.r.t. the natural �ltration).

2.10 a.) Show that if X(t) is a submartingale, ψ : R → R is onvex and inreasing suh

that E (|ψ(X(t)|) <∞ for every t, then Y (t) := ψ(X(t) is also a submartingale.

b.) Give an example of a submartingale X(t) suh that Y (t) := (X(t))2 is not a

submartingale.

2.11 Let B(t) be a standard Brownian motion and let X(t) = B(t)− t
2
: a kind of �Brown-

ian motion with drift to the left�. Let−a < 0 < b, let τleft = inf{t ∈ R
+ |X(t) = −a}

and τright = inf{t ∈ R
+ |X(t) = b} be the �rst hitting times for −a and b, and let

τ = inf{τleft, τright}. Let pleft = pleft(a, b) = P (τleft < τright) be the probability

that −a is reahed sooner than b, and pright = pright(a, b) = P (τright < τleft) be the

probability that b is reahed sooner than −a.

a.) Show that pleft + pright = 1, whih means exatly that either −a or b is almost

surely reahed. (This is the same as saying that τ <∞ almost surely.)

b.) Find a number q > 0 suh that M(t) := qX(t)
is a martingale.

.) Apply the optional stopping theorem to M(t) and τ to �nd pleft and pright.

d.) Find the probability that X(t) ever reahes +1. (Hint: set b = 1, and look at

lim pright(a, b) as a→ ∞.)
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