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1. The random vector Y = (Y1, Y2, . . . , Yn)
T (think of it as a column vector) is said to have

multivariate normal distribution if there are independent standard normal random variables
X = (X1, X2, . . . , Xk)

T (think of this as a column vector as well), a vector b ∈ R
n and an

n× k real matrix A such that Y = b+ AX .

a.) Show that if Y = (Y1, Y2, . . . , Yn)
T is multivariate normal, K is an m × n real matrix

and c ∈ R
m, then Z := c+KY is also multivariate normal.

b.) Calculate the expectation vector m and the covariance matrix C of the random vector
Y . (Meaning mi = EYi and Cij = Cov(Xi, Xj).)

c.) Suppose that n = k and A is invertible. Calculate the (joint) density of Y (w.r.t.
Lebesgue measure on R

n). Conclude that a multivariate normal distribution is char-
acterized entirely by its expectation vector and covariance matrix. (This is true in
general, but this calculation only shows it in the “nondegenerate” case.)

2. Consider the family of measures

H = {µt1,t2,...,tn |n ∈ N, 0 ≤ tk ≤ 1 for every k = 1, 2, . . . , n},

where for every n ∈ N and every t1, . . . , tn ∈ [0, 1], µt1,t2,...,tn is the n-dimensional normal
distribution on R

n with mean zero and covariance matrix elements Cij = min ti, tj − titj .

Show that there exists a (real-valued) stochastic process on the timne interval [0, 1] with
this family of measures H as its finite dimensional marginals.

3. Let I = [0, 1] and consider the (uncountably infinite) product set Ω := R
I , which is nothing

else than the set of all real valued functions on [0, 1], that is, Ω = {f : I → R}. Let F
be the product sigma-algebra on Ω, where each factor R was equipped with the Borel
sigma-algebra.

Show that the set of continuous functions is not measurable:

{f : I → R | f is continuous} /∈ F .

4. Let ξ1, ξ2, . . . be independent random variables having the same exponential distribution
with parameter λ (meaning expectation 1/λ) and let τn = ξ1 + · · ·+ ξn.

a.) Calculate the distribution of τn. (Calculate the density or the distribution function, as
you like.)

b.) For every t ∈ R
+, define Xt = supn : τn ≤ t. For each n and t, calculate the probability

P(Xt ≥ n).

c.) What is the distribution of Xt?

d.) For a ≤ b ∈ R
+ let X[a,b] = #{n | τn ∈ [a, b]}. Calculate the distribution of X[a,b].

e.) Let [a1, b1], [a2, b2], . . . , [ak, bk] be disjoint intervals in R
+. Describe the joint distribution

of (X[a1,b1], X[a2,b2], . . . , X[ak,bk]).

5. Let X and Y be independent random variables, X ∼ Poi(λ) and Y ∼ Poi(µ). What is
the distribution of Z := X + Y ?



6. Joe generates a random variable N with Poi(λ) distribution. Then he rolls a die N times.
(The die is biased, so the ith face turning up has probability pi in each roll.) Let Xi be
the number of rolls when the ith face turns up.

a.) Calculate the distribution of X1.

b.) Describe the joint distribution of (X1, . . . , Xk).

7. For every k ∈ N let Nk ∼ Poi(λ) and let the Nk be independent. On each unit interval
[k, k + 1) we place Nk points, uniformly, independently of each other and the values {Ni}.
(More precisely: conditionally independently, given Nk.)

a.) Let τ1 be the place of the leftmost point. Calculate the distribution of τ1.

b.) Let τ2 be the place of the second leftmost point. Calculate the distribution of ξ2 =
τ2 − τ1.

c.) Describe the joint disjoint of (τ1, ξ2).

d.) Let X[a,b] be the number of points in the interval [a, b]. What is the distribution of
X[a, b]?

e.) What is the joint distribution of (X[a1,b1], X[a2,b2], . . . , X[ak,bk]) if [a1, b1], [a2, b2], . . . , [ak, bk]
are disjoint intervals in R

+?

8. Let i and j be two states in the state space of a discrete time, discrete state space, time
homogeneous Markov chain. Show that if i and j communicate (that is: it’s possible to
get from i to j and also from j to i), then their periods are the same.

9. Let Xn be a discrete time, discrete state space, time homogeneous Markov chain. A state
i is said to be recurrent if P(∃n > 0 : Xn = i |X0 = i) = 1. (Otherwise it is called
transient.) Show that if i and j communicate and i is recurrent, then j is also recurrent.

10. Let Xn be a discrete time, discrete state space, time homogeneous Markov chain. A
recurrent state i is said to be positive recurrent if there exists a stationary distribution π
for which πi > 0. (Otherwise it is called null-recurrent.) Show that if i and j communicate
and i is positive recurrent, then j is also positive recurrent.

11. Let P be the transition matrix of a discrete time, finite state space, time homogeneous
Markov chain. Show that if the Markov chain is irreducible and aperiodic, then there is
an n for which all elements of P n are positive.

12. Let P be the transition matrix of a discrete time, finite state space, time homogeneous
Markov chain. We have seen that if all elements of P are positive, then the Markov chain
has a unique invariant distribution. Show (as a consequence) that the same is true if the
Markov chain is irreducible and aperiodic.


