
Sto
hasti
 Di�erential Equations

Problem Set 4

Sto
hasti
 di�erential equations, Dynkin formula,

Girsanov theorem

4.1 Che
k that the following pro
esses solve the 
orresponding SDE's, where B(t) is

1-dimensional standard Brownian motion:

(a) X(t) = eB(t)
, with B(0) = b solves

dX(t) =
1

2
X(t)dt+X(t)dB(t), X(0) = eb.

(b) X(t) = B(t)
1+t

, with B0 = b, solves

dX(t) = −X(t)

1 + t
dt+

1

1 + t
dBt, X(0) = b.

(
) X(t) = sinB(t), with B(0) = b ∈ (−π/2, π/2), and t < min{t : |B(t) | = π/2},
solves

dX(t) = −1

2
X(t)dt+

√

1−X(t)2dBt, X(0) = sin b.

(d)

(

X1(t), X2(t)
)

=
(

coshB(t), sinhB(t)
)

, with B(0)− b, solves

(

dX1(t)
dX2(t)

)

=
1

2

(

X1(t)
X2(t)

)

dt+

(

X2(t)
X1(t)

)

dB(t).

4.2 LetB(t) be a standard 1-dimensional Brownian motion withB(0) = b, and
(

U(t), V (t)
)

:=
(

cosB(t), sinB(t)
)

. Write down in ve
torial notation the SDE driving the 2-dimensional

pro
ess

(

U(t), V (t).

4.3 Solve the following SDE's, where B(t) is 1-dimensional standard Brownian motion

starting from B(0) = 0:
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(a)

dX(t) = −X(t)dt+ e−tdB(t).

(b)

dX(t) = rdt+ αX(t)dB(t),

with r, α ∈ R 
onstants.

Hint: Multiply by exp
(

− αB(t) + α2

2
t
)

.

(
) Now, X(t) =
(

X1(t), X2(t)
)

∈ R2
, and B(t) =

(

B1(t), B2(t)
)

is standard 2-

dimensional Brownian motion.

dX1(t) = X2(t)dt+ αdB1(t)

dX2(t) = −X1(t)dt+ βdB2(t),

or in ve
tor notation,

dX(t) = JX(t)dt+ AdB(t), where J =

(

0 1
−1 0

)

, A =

(

α 0
0 β

)

.

Hint: Multiply by left by e−Jt
.

4.4 The Ornstein-Uhlenbe
k pro
ess:

(a) Solve expli
itly the sto
hasti
 di�erential equation

dX(t) = −γX(t)dt + adB(t), X(0) = x0,

and show that the pro
ess X(t) is Gaussian.

Hint: Multiply by eγt.

(b) Compute E (X(t)) and Cov
(

X(s), X(t)
)

.

(
) Let Y
(n)
k be the Markov 
hain on the state spa
e S(n) := {0, 1, . . . , n} with

transition matrix

P
(n)
i,j =

i

n
δi−1,j +

n− i

n
δi+1,j , i, j ∈ S(n).

The Markov 
hain Y
(n)
k is 
alled Ehrenfest's Urn Model (or Dogs and Fleas).

De�ne the sequen
e of 
ontinuous time pro
esses

X(n)(t) :=
Y

(n)
⌊nt⌋ − (n/2)

√
n

, t ≥ 0.
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Write down an approximate sto
hasti
 di�erential equation forX(n)(t), with time

in
rements dt = 1
n
and 
on
lude (non-rigorously) that the Ornstein-Uhlenbe
k

pro
ess is � in some sense � the limit of the pro
esses X(n)(t) (that is: the s
aling

limit of Ehrenfest's Urn Model.)

4.5 Write down the in�nitesimal generator as ellipti
 di�erential operator for the follow-

ing It� di�usions:

(a) dX(t) = βdt+ αX(t)dB(t).

(b) dY (t) =

(

dt
dX(t)

)

, where dX(t) = −γX(t)dt + αdB(t).

(
)

(

dX1(t)
dX2(t)

)

=

(

1
X2(t)

)

dt+

(

0
eX1(t)

)

dB(t).

(d)

(

dX1(t)
dX2(t)

)

=

(

1
0

)

dt +

(

1 0
0 X1

)(

dB1(t)
dB2(t)

)

.

4.6 Find an It� di�usion (i.e., write down the SDE for it) whose in�nitesimal generator

is the following:

(a) Af(x) = f ′(x) + f ′′(x), f ∈ C2
0(R).

(b) Af(t, x) =
∂f

∂t
+ cx

∂f

∂x
+

1

2
α2x2∂

2f

∂x2
, f ∈ C2

0 (R
2).

4.7 Let X(t) be a geometri
 Brownian motion, i.e. strong solution of the following SDE

dX(t) = βX(t)dt+ αX(t)dB(t), X0 = x > 0,

where α > 0, β ∈ R are �xed parameters.

(a) Find the generator A of the di�usion t 7→ X(t) and 
ompute Af(x) when f :

R+ → R is f(x) = xγ
, γ 
onstant.

(b) Let 0 < r < R < ∞, and r ≤ x ≤ R. using Dynkin's formula, 
ompute

P
(

τr < τR
∣

∣ X(0) = x
)

,

where τr, and τR are the �rst hitting times of r, respe
tively, R.

Hint: Solve the boundary value problem Af(x) = 0 for r < x < R, with

f(r) = 1, f(R) = 0.

(
) Assume β < α2/2. What is P
(

X(t) ever hits R
∣

∣ X(0) = x
)

?
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(d) Assume β > α2/2. What is P
(

X(t) ever hits r
∣

∣ X(0) = x
)

?

4.8 (a) Find the generator of the δ-dimensional Bessel pro
ess, BES(δ)

dY (δ)(t) =
δ − 1

2Y (δ)(t)
dt+ dB(t)

on R+.

(b) Let 0 < r < R < ∞, and r ≤ x ≤ R. using Dynkin's formula, 
ompute

P
(

τr < τR
∣

∣ Y (δ)(0) = x
)

,

where τr, and τR are the �rst hitting times of r, respe
tively, R.

Hint: Solve the boundary value problem Af(x) = 0 for r < x < R, with

f(r) = 1, f(R) = 0. Note that the solutions are qualitatively di�erent for

δ ∈ [0, 2), δ = 2, respe
tively, δ > 2.

(
) Show that BES(δ) is transient if δ > 2.

(d) Show that BES(2) almost surely hits all points in (0,∞), but never hits 0.

(e) Show that for δ ∈ [0, 2) BES(δ) almost surely hits 0 (no matter where it starts).

4.9 Show that the solution u(t, x) of the initial value problem

∂u

∂t
(t, x) =

1

2
β2x2∂

2u

∂x2
(t, x) + αx

∂u

∂x
(t, x), t > 0, x ∈ R,

u(0, x) = f(x), (f ∈ C2
K(R) given)


an be expressed as follows:

u(t, x) = E
(

f
(

x exp{βB(t) + (α− β2/2)t}
))

=
1√
2πt

∫

R

f
(

x exp{βy + (α− β2/2)t}
)

exp(−y2/(2t))dy, t > 0 .

In this expression t 7→ B(t) is standard 1-dimensional Brownian motion with B(0) =

0.

4.10 [Change of 
onditional expe
tation℄

Let Q and P be two probability measures on (Ω,F), with Q ≪ P, and Radon-

Nikodym derivative

dQ

dP
(ω) = ̺(ω). Let G ⊆ F a sub-σ-algebra. Show that, for any

F -measurable random variable X , we have

EQ

(

X
∣

∣G
)

=
EP

(

̺X
∣

∣G
)

EP

(

̺
∣

∣G
)

(1)
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4.11 [A dis
rete version of Girsanov's formula℄

Let Ωn := {H,T}n, P be the probability measure on Ωn given by tossing a biased


oin n times independently whi
h gives probability 2/3 to H, and Q the probability

measure given by tossing a fair 
oin n times independently. Let Zn(ω) := dQ

dP
(ω),

and 
onsider the martingale (with respe
t to the measure P) Zm := EP

(

Zn

∣

∣Fm

)

for m ≤ n.

(a) Give expli
itly the distribution of Zm+1 given Zm, . . . , Z1.

(b) Note that (1) of the previous exer
ise translates toEQ

(

X
∣

∣Fm

)

= (Zm)
−1EP

(

XZn

∣

∣Fm

)

.

Che
k this numeri
ally for n = 3, m = 2, X = #{heads in (ω1, ω2, ω3)}.

(
) Interpret this exer
ise as a dis
rete version of Girsanov's theorem.

4.12 [Cameron-Martin theorem℄

(a) Let f ∈ L2[0, 1] be a deterministi
 fun
tion and F (t) :=
∫ t

0
f(u)du, t ∈ [0, 1].

Show that, if t 7→ B(t) is standard 1d Brownian motion, then the laws of the

pro
esses {t 7→ F (t) + B(t) : t ∈ [0, 1]} and {t 7→ B(t) : t ∈ [0, 1]} are mutually

absolutely 
ontinuous w.r.t. ea
h other. Compute the Radon-Nikodym derivatives.

(b) If F (t) is su
h that the above f(t) does not exist, then the laws of the two

pro
esses are mutually singular.

4.13 Let B(t) = (B1(t), B2(t)), t ≤ T , be a 2-dimensional standard Brownian motion

on the probability spa
e (Ω,FT ,P). Find a probability measure Q on FT that is

mutually absolutely 
ontinuous w.r.t. P, and under whi
h the following pro
ess

t 7→ Y (t) be
omes a martingale:

(a)

dY (t) =

(

2
4

)

dt+

(

1 1
1 −1

)(

dB1(t)
dB2(t)

)

, t ≤ T.

(b)

dY (t) =

(

0
1

)

dt+

(

1 3
−1 −2

)(

dB1(t)
dB2(t)

)

, t ≤ T.

4.14 Let B(t) be standard 1-dimensional Brownian motion on the probability spa
e

(Ω,F ,P) and Y (t) = t + B(t). For ea
h T > 0, �nd QT ∼ P on FT su
h that

{t 7→ Y (t)}t≤T be
omes a Brownian motion under QT .
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(a) Show that there exists a probability measure Q on F su
h that Q|FT
= QT for

all T > 0.

(b) Show that P
(

limt→∞ Y (t) = ∞
)

= 1, while Q
(

limt→∞ Y (t) = ∞
)

= 0. Why

does not this 
ontradi
t Girsanov's theorem?

4.15 Let b : R → R be Lips
hitz, and t 7→ X(t) be the unique strong solution of the

1-dimensional SDE

dX(t) = b(X(t))dt+ dB(t), X(0) = x ∈ R.

(a) Use Girsanov's theorem to prove that for any M < ∞, x ∈ R, and t > 0, we

have P (X(t) > M) > 0.

(b) Choose b(x) = −r, where r > 0 is a 
onstant. Prove that, for all x, we have

limt→∞ X(t) = −∞, a.s. Compare this fa
t with the result in part (a).
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