Problem Set 3
[t6 calculus

3.1 Let s — v(s) be a smooth deterministic function with supy<,< |v'(s) | < C. Prove
directly from the definition of the It integral that

t t
/ v(s)dB(s) = v(t)B(t) —/ v'(s)B(s)ds.
0 0
Hint: Write
v(sit1)B(sit1) — v(si)B(si) = v(s:)(B(si+1) — B(si)) + B(sis1)(v(si+1)) — v(s:)).
3.2 Prove directly form the definition of the It integral that
! 1, t
B(s)dB(s) = =B(t)* — =,
; 2 2
t 1 t
/ B(s)*dB(s) = =B(t)* —/ B(s)ds.
0 3 0
3.3 Suppose v,w € Vpr and C, D € R are such that
T T
/ v(s)dB(s) + C = / w(s)dB(s) + D.
0 0

Show that C'= D and v = w (s,w)-almost surely.

3.4 (a) For which values of o € R is the process

t
Yo (%) ::/ (t —s) “dB(s)
0
well defined as an Ito6 integral?.

(b) Compute the covariances E (Y, (s)Ya(t)).
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3.5

3.6

3.7

3.8

Use Itd’s formula to write the following processes t — X (t) in the standard form

X(¢) :X(O)+/0 u(s)ds+/0 v(s)dB(s).

Identify the processes s — wu(s) and s — v(s) under the integrals. Notation: B(t)
denotes standard 1-dimensional Brownian motion, (Bi(t),..., B,(t)) denotes stan-
dard n-dimensional Brownian motion (that is: n independent standard 1-dimensional

Brownian motions).

(a) X(t) = B(t)?

(b) X(t) =2+t +eBO

(c) X(t) = Bi(t)* + Ba(t)?

(d) X(t) = (¢, B(1))

(€) X(t) = (Bu(t) + Ba(t) + Bs(t), Ba(t)* — Bi(t)Bs(t))

Use It6’s formula to prove that
t 1 t
/ B(s)*dB(s) = 3 B - / B(s)ds.
0 0

Suppose 0(t) = (01(t),...,0,(t)) € R with t — 6,(t), j = 1,...,n, progressively

measurable and a.s. bounded in any compact interval [0, 7]. Define

Z(t)::exp{/ $)dB(s —-/|9 |ds}

where ¢ — B(t) is standard Brownian motion in R and |8 |* = 62 + - - - + 2.
(a) Use Ito’s formula to prove that

dZ(t) = Z(t)0(t)dB(t).
(b) Deduce that t — Z(t) is a martingale.

Let t — B(t) be a standard 1-dimensional Brownian motion with B(0) = 0, and

Br(t) == E (B(1)").

Use Itd’s formula to prove that

Buaalt) = 5+ 2k +1) [ uls)is

Compute explicitly gy (t) for £ =0,1,2,...,6.



3.9 Let t — B(t) be a standard one-dimensional Brownian motion and r,« € R con-
stants. Define
X(t) := exp{aB(t) + rt}.

Prove that )

dX(t) = (r + %)X(t)dt +aX()dB(t).

3.10 Let t — B(t) € R™ be standard m-dimensional Brownian motion, ¢ — v(t) € R™*™

progressively measurable and a.s. bounded. Define

X(t) = /Otv(s)dB(s) ER".
Prove that .
M) = X0 = [ (o)) )ds
is a martingale. 0
3.11 Use Itd’s formula to prove that the following processes are (F)-martingales.

(a) X(t) = e cos B(t)

(b) X(t) = e/?sin B(t)

(c) X(t) = (B(t) + 1) exp{~B(t) — t/2}

3.12 Let t — u(t) be progressively measurable and almost surely bounded. Define

X(t) ::/0 u(s)ds + B(t),

M= e { = [Cutan) - [ utsras]

(Note that according to the statement of problem 7 the process t — M(t) is a

martingale.) Prove that the process
t—Y(t):= X(t)M(t)
is a (FP)-martingale.

3.13 In each of the cases below find a process t — v(t) such that v € Vr and the random

variable X is written as
T
X =E(X) +/ v(s)dB(s).
0

3



(a) X = B(T), b)) X = /OT B(s)ds, (c) X =B(T)?
(d) B(T)’, (e) ePM), (f) sinB(T).
3.14 Let > 0 and define the process
X(1) = (22 + %B(t))?’.
Show that

X (t) = %sgn(X(t)) X0 [Vt 4 | X PPdBE), X (0) =



