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1 Hilbert spaces

The starting point of the quantum mechanical formalism is the Hilbert
space. The Hilbert space is a mathematical concept, it is a space in the sense
that it is a complex vector space which is endowed by an inner or scalar
product h � ; � i. The linear space Cn of all n-tuples of complex numbers be-
comes a Hilbert space with the inner product

hx; yi =
nX
i=1

xiyi = [x1; x2; : : : xn]

2
66664
y1
y2
:
:
yn

3
77775 ;

where z denotes the complex conjugate of the complex number z 2 C. Another
example is the space of square integrable complex-valued function on the real
Euclidean space Rn. If f and g are such functions then

hf; gi =
Z
Rn

f(x) g(x) dx

gives the inner product. The latter space is denoted by L2(Rn) and it is in�nite
dimensional contrary to the n-dimensional space Cn. Below we are mostly
satis�ed with �nite dimensional spaces. The inner product of the vectors jxi
and jyi will be often denoted as hxjyi, this notation, sometimes called bra and
ket, is popular in physics. On the other hand, jxihyj is a linear operator which
acts on the vector jzi as�jxihyj� jzi = jxi hyjzi � hyjzi jxi:

Therefore,
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jxihyj =

2
66664
x1
x2
:
:
xn

3
77775 [y1; y2; : : : yn]

is conjugate linear in jyi, while hxjyi is linear.

1.1 Orthogonal expansions in a Hilbert space

Let H be a complex vector space. A functional h � ; � i : H � H ! C of two
variables is called inner product if

(1) hx+ y; zi = hx; zi+ hy; zi (x; y; z 2 H),
(2) h�x; yi = �hx; yi, (� 2 C; x; y 2 H),
(3) hx; yi = hy; xi (x; y 2 H),
(4) hx; xi � 0 for every x 2 H and hx; xi = 0 only for x = 0.

These conditions imply the Schwarz inequality��hx; yi��2 � hx; xi hy; yi: (1)

The inner product determines a norm

kxk :=
p
hx; xi (2)

which has the property

kx+ yk � kxk+ kyk :
kxk is interpreted as the length of the vector x. A further requirement in the
de�nition of a Hilbert space that every Cauchy sequence must be convergent,
that is, the space is complete.

Exercise 1.1 Show that

kx� yk2 + kx+ yk2 = 2kxk2 + 2kyk2 (3)

which is called parallelogram law.

If hx; yi = 0 for the vectors x and y of a Hilbert space, then x and y are
called orthogonal, in notation x ? y. When H � H, then H? := fx 2 H :
x ? h for every h 2 Hg. For any subset H � H the orthogonal H? is a closed
subspace.

Example 1.1 Let L2[a; b] be the set of square integrable (complex-valued)
functions on the interval [a; b]. This is a Hilbert space with the inner product

hf; gi :=
Z b

a

f(x) g(x) dx
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and with the norm

kfk :=
sZ b

a

kf(x)k2 dx :

A family fxig of vectors is called orthonormal if hxi; xii = 1 and
hxi; xji = 0 if i 6= j. A maximal orthonormal system is called basis. The
cardinality of a basis is called the dimension of the Hilbert space. (The cardi-
nality of any two bases is the same.)

Example 1.2 The in�nite dimensional analogue of Cn is the space `2(N):

`2(N); = fx = (x1; x2; : : :) : xn 2 C;
X
n

jxnj2 < +1g:

The inner product is

hx; x0i :=
X
n

�xnx
0
n :

The canonical basis in this spaces is the sequence �n (n = 1; 2; : : :):

�n = (0; 0; : : : ; 1; 0; : : :) (1 is at the nth place).

�

Theorem 1.1 Let x1; x2; : : : be a basis in a Hilbert space H. Then for any
vector x 2 H the expansion

x =
X
n

hxn; xixn

holds.

Example 1.3 In the space L2[0; �] the functions

fn(x) =

r
2

�
sinnx (4)

form a basis. Any function g 2 L2[0; �] has an expansion g =
P

n anfn. The
convergence is in the L2-norm. (It is known from the theory of Fourier series
that for a continuous g the expansion is convergent pointwise as well.) �

Theorem 1.2 (Projection theorem) Let M be a closed subspace of a
Hilbert space H. Any vector x 2 H can be written in a unique way in the
form x = x0 + y, where x0 2M and y ?M.

The mapping P : x 7! x0 de�ned in the context of the previous theorem is
called orthogonal projection onto the subspaceM. This mapping is linear:

P (�x+ �y) = �Px+ �Py
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Moreover, P 2 = P .
Let A : H ! H be a linear mapping and e1; e2; : : : ; en be a basis in the

Hilbert space H. The mapping A is determined by the vectors Aek, k =
1; 2; : : : ; n. Furthermore, the vector Aek is determined by its coordinates:

Aek = c1ke1 + c2ke2 + : : :+ cnken:

The numbers cij for an n � n matrix, it is called the matrix of the linear
transformation A in the basis e1; e2; : : : ; en. When B : H ! H is another
linear transformation, the the matrix of the composition A � B is the usual
matrix product of the matrix of A and that of B. If a basis is �xed, then
it induces a 1-1 correspondence betweem linear transformations and n � n
matrices.

The norm of a linear operator A : H ! K is de�ned as

kAk := supfkAxk : x 2 H; kxk = 1g ;
Exercise 1.2 Show that kABk � kAk kBk.
Exercise 1.3 Let f be a continuous function onthe interval [a; b]. De�ne a
linear operator Mf : L2[a; b]! L2[a; b] as

Mfg = fg:

(This is the multiplication by the function f .) Show that

kMfk = supfjf(x)j : x 2 [a; b]g :

1.2 The adjoint of a linear operator

Let H and K be Hilbert spaces. If T : H ! K is a bounded linear operator,
then its adjoint T � : K ! H isdetermined by the formula

hx; TyiK = hT �x; yiH (x 2 H; y 2 K): (5)

T 2 B(H) is called self-adjoint if T � = T . T is self-adjoint if and only if
hx; Txi is real for every vector x 2 H.

Exercise 1.4 Show that any orthogonal projection is selfadjoint.

Example 1.4 Let S : `2(N)! `2(N) be the right-shift de�ned as S�n = �n+1
in the canonical basis. Then

S�(x1; x2; x3; : : :) = (x2; x3; x4; : : :)

In another way,
S��1 = 0; S��n+1 = �n :

S� is called left-shift. �
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Theorem 1.3 The properties of the adjoint:

(1) (A+B)� = A� +B�, (�A)� = �A� (� 2 C),
(2) (A�)� = A, (AB)� = B�A�,
(3) (A�1)� = (A�)�1 if A is invertible.
(4) kAk = kA�k
Example 1.5 Let A : H ! H be a linear mapping and e1; e2; : : : ; en be a
basis in the Hilbert space H. The i; j element of the matrix of A is hei; Aeji.
Since

hei; Aeji = hej ; A�eii;
this is the complex conjugate of the j; i element of the matrix of A�. �

Example 1.6 For any A 2 B(H), the operator A�A is self-adjoint. �

An invertible operator U 2 B(H) is called a unitary if U�1 = U�.

Example 1.7 For any A = A� 2 B(H), the operator

eA :=
1X
n=0

An

n!

is a unitary. �

Exercise 1.5 Show that the product of any two unitary operators is a unitary.

1.3 Tensor product of Hilbert spaces and operators

Let H and K be Hilbert spaces. Their algebrac tensor product cosists of
the formal �nte sums X

i;j

xi 
 yj (xi 2 H; yi 2 K):

Computing with these sums, one should use the following rules:

(x1 + x2)
 y = x1 
 y + x2 
 y; (�x)
 y = �(x
 y) ;
x
 (y1 + y2) = x
 y1 + x
 y2; x
 (�y) = �(x
 y) : (6)

The inner product is de�ned asDX
i;j

xi 
 yj ;
X
k;l

zk 
 wl

E
=
X
i;j;k;l

hxi; zkihyj ; wli:

When H and K are �nite dimensional spaces, then we arrived at the tensor
product Hilbert space H 
 K, otherwise the algebraic tensor product must
be completed in order to get a Banach space.
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Example 1.8 If f 2 H := L2(X;�) and g 2 K := L2(Y; �), then f 
 g can
be interpreted as a function of two variables: f(x)g(y). �

The tensor product of �ntely many Hilbert spaces is de�ned similarly.
If e1; e2; : : : and f1; f2; : : : are bases in H and K, respectively, then fei
ej :

i; jg is a basis in the tensor product space. This shows that

dim(H
K) = dim(H)� dim(H):

Example 1.9 In the Hilbert space L2(R2) we can get a basis if the space is
considered as L2(R)
 L2(R). In the space L2(R) the Hermite functions

'n(x) = exp(�x2=2)Hn(x)

form a good basis, where Hn(x) is the apropriately normalized Hermite poly-
nomial. Therefore, the two variable Hermite functions

'nm(x; y) := e�(x
2+y2)=2Hn(x)Hm(y) (n;m = 0; 1; : : :): (7)

for a basis in L2(R2). �

Exercise 1.6 Let A 2 B(H) and B 2 B(H) be operators on the �nite dimen-
sional spaces H and K. Show that

det(A
B) = (detA)m(detB)n;

where n = dimH and m = dimK. (Hint: The determinant is the product of
the eigenvalues.)

Exercise 1.7 Show that kA
Bk = kAk � kBk.
Example 1.10 Let fe1; e2; e3g be a basis in H and ff1; f2g be a basis in K.
If [Aij ] is the matrix of A 2 B(H1) and [Bkl] is the matrix of B 2 B(H2),
then

(A
B)(ej 
 fl) =
X
i;k

AijBklei 
 fk :

It is useful to order the tensor product bases lexicographically: e1 
 f1; e1 

f2; e2 
 f1; e2 
 f2; e3 
 f1; e3 
 f2. Fixing this ordering, we can write down
the matrix of A
B and we have2

66666666664

A11B11 A11B12 A12B11 A12B12 A13B11 A13B12

A11B21 A11B22 A12B21 A12B22 A13B21 A13B22

A21B11 A21B12 A22B11 A22B12 A23B11 A23B12

A21B21 A21B22 A22B21 A22B22 A23B21 A23B22

A31B11 A31B12 A32B11 A32B12 A33B11 A33B12

A31B21 A31B22 A32B21 A32B22 A33B21 A33B22

3
77777777775
:

�
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Let H be a Hilbert space. The k-fold tensor product H
 : : :
H is called
the kth tensor power of H, in notation H
k. When A 2 B(H), then A(1) 

A(2) : : :
A(k) is a linear transformation on H
k and it is denited by A
k.

H
k has two important subspaces, the symmetric and the antisymmetric
ones. If v1; v2; : : : ; vk 2 H are vectors then their antisymmetric tensorprod-
uct is the linear combination

v1 ^ v2 ^ : : : ^ vk := 1p
k!

X
�

(�1)�(�)v�(1) 
 v�(2) 
 : : :
 v�(k) (8)

where the summation is over all permutations � of the set f1; 2; : : : ; kg and
�(�) is the number of inversions in �. The terminology \antisymmetric" comes
from the property that an antisymmetric tensor changes its sign if two ele-
ments are exchanged. In particularly, v1 ^ v2 ^ : : : ^ vk if vi = vj for di�erent
iand j.

The computational rules for the antisymmetric tensors are similar to (6):

�(v1 ^ v2 ^ : : : ^ vk) = v1 ^ v2 ^ : : : ^ v`�1 ^ (�v`) ^ v`+1 ^ : : : ^ vk
and

(v1 ^ v2 ^ : : : ^ v`�1 ^ v ^ v`+1 ^ : : : ^ vk) +
+ (v1 ^ v2 ^ : : : ^ v`�1 ^ v0 ^ v`+1 ^ : : : ^ vk) =
= v1 ^ v2 ^ : : : ^ v`�1 ^ (v + v0) ^ v`+1 ^ : : : ^ vk :

The subspace spanned by the vectors v1 ^ v2 ^ : : : ^ vk is called the kth
antisymmetric tensor power of H, in notation ^kH. So ^kH � 
kH. If A 2
B(H), then the transformation 
kA leaves the subspace ^kH invariant. Its
restriction is dented by ^kA which is equivalently de�ned as

^kA(v1 ^ v2 ^ : : : ^ vk) = Av1 ^Av2 ^ : : : ^Avk: (9)

If e1; e2; : : : ; en is a basis in H, then

fei(1) ^ ei(2) ^ : : : ^ ei(k) : 1 � i(1) < i(2) < : : : < i(k)) � ng (10)

is a basis in ^kH. It follows that the dimension of ^kH is�
n

k

�
ha k � n;

otherwise for k > n the power ^kH has dimension 0. Consequently, ^nH has
dimension 1 and for any operator A 2 B(H), we have

^nA = �� identity (11)

Exercise 1.8 Show that � = detA in (11). Use this to prove that det(AB) =
detA� detB. (Hint: Show that ^k(AB) = (^kA)(^kB).)
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The symmetric tensor product of the vectors v1; v2; : : : ; vk 2 H is

v1 _ v2 _ : : : _ vk := 1p
k!

X
�

v�(1) 
 v�(2) 
 : : :
 v�(k) ;

where the summation is over all permutations � of the set f1; 2; : : : ; kg again.
The linear span of the symmetric tensors is the symmetric tensor power _kH.
It has the basis

fei(1) _ ei(2) _ : : : _ ei(k) : 1 � i(1) � i(2) � : : : � i(k) � ng: (12)

Exercise 1.9 Give the dimension of _kH if dim(H) = n.

1.4 Positive operators

T 2 B(H) is called positive if hx; Txi � 0 for every vector x 2 H, in notation
T � 0. A positive operator is self-adjoint.

Exercise 1.10 Show that an orthogonal projection is positive.

Theorem 1.4 Let T 2 B(H) be a self-adjoint operator and e1; e2; : : : ; en be
a basis in the Hilbert space H. T is positive if and only if for any 1 � k � n
the determinant of the k � k matrix

(hei; T eji)kij=1
is positive.

The spectrum, in particular the eigenvalues of a positive operator, lies in
R
+. Conversely, if all the eigenvalues are positive for a self-adjoint operator

acting on a �nite dimensional space, then it is positive. Positive matrices are
also called positive semide�nite.

Let A;B 2 B(H) be self-adjoint operators. A � B if B �A is positive.

Example 1.11 Let f : R+ ! R be a smooth function. f is called matrix
monotone if

0 � A � B implies that f(A) � f(B) :

f is matrix monotone if and only for every positive operator A and X and for
the real parameter t � 0,

@

@t
hx; f(A+ tX)xi � 0

holds for every vector x which means that

@

@t
f(A+ tX) � 0:
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We want to show that the squareroot function is matrix monotone. Let

F (t) :=
p
A+ tX :

It is enough to see that the eigenvalues of F 0(t) are positive. Di�erentiating
the equality F (t)F (t) = A+ tX, we get

F 0(t)F (t) + F (t)F 0(t) = X:

If F 0(t) =
P

i �iEi is the spectral decomposition, thenX
i

�i(EiF (t) + F (t)Ei) = X

and after multiplication by Ej from the left and from the right, we have for
the trace

2�jTrEjF (t)Ej = TrEjXEj :

Since both traces are positive, �j must be positive as well. �

Exercise 1.11 Show that that the square function is not matrix monotone.
(Hint: Choose A to be diagonal and

X =

�
1 1
1 1

�
:

Use the argument of the previous example for 2� 2 matrices.)

1.5 The spectral theorem

The eigenvalues of a self-adjoint matrix are real and the eigenvectors corre-
sponding to di�erent eigenvalues are orthogonal. Therefore, the matrix (or
the corresponding Hilbert space operator) can be written in the form

kX
i=1

�iEi ;

where �1; �2; : : : ; �k are the di�erent eigenvalues and Ei is the orthogonal
projection onto the subspace spanned by the igenvectors correspondg to the
eigenvalue �i, 1 � i � k. The spectral theorem extends this to arbitrary self-
adjoint operator A. Then the spectrum is not necessary discrete and the �nite
sum is replaced by an integral.

Let X be a complete separable metric space and H be a Hilbert space.
Assume that for each Borel set B � X a positive operator E(B) 2 B(H) is
given such that

(1) 0 � E(B) � I, E(;) = 0, E(C) = I,
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(2) If (Bi) is a sequence of pairwise disjoint Borel subset of X andB = [1i=1Bi,
then

E(B)e =
1X
i=1

E(Bi)e

for every vector e 2 H.

In this case E is called a positive operator-valued measure, shortly
POVM. In the most important examples X is a �nite set, the real line R
or the unit circle T.

We want to integrate a function f : X ! C with respect an POVM on X .
When X is a �nite set, thenZ

X

f(x) dE(x) =
X
x2X

f(x)E(fxg)

is a �nite sum. In the general case, the de�nition of the integral can be reduced
to many integrals with respect to common measures. Given a vector e 2 H,

�e(B) = he; E(B)ei
gives us a positive measure on the Borel sets of X . We say that the integralR
X
f(x) dE(x) = T 2 B(H), if

he; Tei =
Z
X

f(x) d�e(x)

holds for every e 2 X .
A POVM E is called projection-valued measure if E(B) is a projection

operator for every Borel set B, that is E(B) = E(B)2.

Exercise 1.12 Let E be a projection-valued measure and let B1; B2 be dis-
joint Borel set. Show that if a vector e is in the range of E(B1), then
E(B2)e = 0. (Therefore, E(B1) and E(B2) are orthogonal.)

The next theorem is the spectral theorem for a bounded self-adjoint
operator.

Theorem 1.5 Let A = A� 2 B(H). Then there exists a unique projection-
valued measure on the real line such that

A =

Z
� dE(�):

Moreover, if B � R and the spectrun of A are disjoint, then E(B) = 0 and

f(A) =

Z
f(�) dE(�)

for every continuos function de�ned on the spectrum of A.
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The projection-valued measure in the theorem is called the spectral mea-
sure of the operator A. Similar result holds for unbounded self-adjoint op-
erator A but in this case A and f(A) are not everywhere de�ned operators.
Similar theorem holds for unitary operators, then the spectral measure is on
the unit circle.

2 Postulates of quantum mechanics

The �rst postulate of quantum mechanics tells that to each quantum mechan-
ical system a Hilbert space H is associated. The (pure) physical states of the
system correspond to unit vectors of the Hilbert space. This correspondance
is not 1-1. When f1 and f2 are unit vectors, then the corresponding states
identical if f1 = zf2 for a complex number z of modulus 1. Such z is often
called phase.

2.1 n-level quantum systems

The pure physical state of the system determines a corresponding state
vector up to a phase.

Example 1.12 The 2 dimensional Hilbert space C2 is used to describe a 2-
level quantum system called qubit. The canonical basis vectors (1; 0) and (0; 1)
are usually denoted by j "i and j #i, respectively. (An alternative notation is
j1i for (0; 1) and j0i for (1; 0).) Since the polarization of a photon is an im-
portant example of a qubit, the state j "i may have the interpretation that the
\polarization is vertical") and j #i means that the \polarization is horizontal".

To specify a state of a qubit we need to give a real number x1 and a complex
number z such that x21 + jzj2 = 1. Then the state vector is

x1 j "i+ z j #i :

(Indeed, multiplying a unit vector z1 j "i+ z2 j #i by an appropriate phase, we
can make the coe�cient of j "i real and the corresponding state remains the
same.)

Splitting z into real and imaginary parts as z = x2 + ix3, we have the
constraint x21 + x22 + x23 = 1 for the parameters (x1; x2; x3) 2 R3.

Therefore, the space of all pure states of a qubit is conveniently visualized
as the sphere in the three dimensional Euclidean space, it is called the Bloch
sphere. �

Traditional quantum mechanics distinguishes between pure states and
mixed states. Mixed states are described by density matrices. A density
matrix or statistical operator is a positive operator of trace 1 on the Hilbert
space. This means that the space has a basis consisting of eigenvectors of the
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statistical operator and the sum of eigenvalues is 1. (In the �nite dimensional
case the �rst condition is automatically ful�lled.) The pure states represented
by unit vectors of the Hilbert space are among the density matrices under an
appropriate identi�cation. If x = jxi is a unit vector, then jxihxj is a density
matrix. Geometrically jxihxj is the orthogonal projection onto the linear sub-
space generated by x. Note that jxihxj = jyihyj if the vectors x and y di�er
in a phase.

(A1) The physical states of a quantum mechanical system are described
by statistical operators acting on the Hilbert space.

Example 1.13 A state of the spin (of 1=2) can be represented by the 2 � 2
matrix

1

2

�
1 + x3 x1 � ix2
x1 + ix2 1� x3

�
: (13)

This is a density matrix if and only if x21 + x22 + x23 � 1. �

The second axiom is about observables.

(A2) The observables of a quantum mechanical system are described by
self-adjoint operators acting on the Hilbert space.

A self-adjoint operator A on a Hilbert space H is a linear operator
H ! H which satis�es

hAx; yi = hx; Ayi
for x; y 2 H. Self-adjoint operators on a �nite dimensional Hilbert space
Cn are n � n self-adjoint matrices. A self-adjoint matrix admits a spectral
decomposition A =

P
i �iEi, where �i are the di�erent eigenvalues of A and

Ei is the orthogonal projection onto the subspace spanned by the eigenvectors
corresponding to the eigenvalue �i. Multiplicity of �i is exactly the rank of
Ei.

Example 1.14 In case of a quantum spin (of 1=2) the matrices

�1 =

�
0 1
1 0

�
; �2 =

�
0 �i
i 0

�
; �3 =

�
1 0
0 �1

�

are used to describe the spin of direction x; y; z (with respect to a coordinate
system.) They are called Pauli matrices. Any 2� 2 self-adjoint matrix is of
the form

A(x0;x) := x0�0 + x1�1 + x2�2 + x3�3

if �0 stands for the unit matrix I. We also use the shorthand notation x0�0+
x � �.

The density matrix (13) can be written as

1
2 (�0 + x � �); (14)
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where kxk � 1. Formula (14) makes an a�ne correspondence between 2 � 2
density matrices and the unit ball in the Euclidean 3-space. The extreme points
of the ball correspond to pure state and any mixed state is the convex combi-
nation of pure states in in�nitely many di�erent ways. In higher dimension
the situation is much more complicated. �

Any density matrix can be written in the form

� =
X
i

�ijxiihxij (15)

by means of unit vectors jxii and coe�cients �i � 0,
P

i �i = 1. Since � is
self-adjoint such a decomposition is deduced from the spectral theorem and
the vectors jxii may be chosen pairwise orthogonal eigenvectors and �i are
the corresponding eigenvalues. Under this condition (15) is called Schmidt
decomposition. It is unique if the spectrum of � is non-degenerate, that is,
there is no multiple eigenvalue.

2.2 Measurements

Quantum mechanics is not deterministic. If we prepare two identical systems
in the same state, and we measure the same observable on each, then the
result of the measurement may not be the same. This indeterminism or
stochastic feature is fundamental.

(A3) Let X be a �nite set and for x 2 X an operator Vx 2 B(H) be given
such that

P
x V

�
x Vx = I. Such an indexed family of operators is a model

of a measurement with values in X . If the measurement is performed in a
state �, then the outcome x 2 X appears with probability TrVx�V

�
x and

after the measurement the state of the system is

Vx�V
�
x

TrVx�V �x
:

A particular case is the measurement of an observable described by a self-
adjoint operatorA with spectral decomposition

P
i �iEi. In this case X = f�ig

is the set of eigenvalues and Vi = Ei. One compute easily that the expectation
of the random outcome is Tr �A. The functional A 7! Tr �A is linear and has
two important properties: 1. If A � 0, then Tr �A � 0, 2.Tr �I = 1. These
properties allow to see quantum states in a di�erent way. If ' : B(H)! C is
a linear functional such that

'(A) � 0 if A � 0 and '(I) = 1; (16)

then there exists a density matrix �' such that

'(A) = Tr �'A: (17)

The functional ' associates the expectation value to the observables A.
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2.3 Composite systems

According to axiom (A1), a Hilbert space is associated to any quantum me-
chanical system. Assume that a composite system consists of the subsys-
tems (1) and (2), they are described by the Hilbert spaces H1 and H2. (Each
subsystem could be a particle or a spin, for example.) Then we have

(A4) The composite system is described by the tensor product Hilbert
space H1 
H2.

When fej : j 2 Jg is a basis in H1 and ffi : i 2 Ig is a basis in H2, then
fej 
 fj : j 2 J; i 2 Ig is a basis of H1 
 H2. Therefore, the dimension of
H1 
H2 is dimH1 � dimH2. If Ai 2 B(Hi) (i = 1; 2), then the action of the
tensor product operator A1 
A2 is determined by

(A1 
A2)(�1 
 �2) = A1�1 
A2�2

since the vectors �1 
 �2 span H1 
H2.
When A = A� is an observable of the �rst system, then its expectation

value in the vector state  2 H1 
H2, is

h ; (A
 I2) i ;
where I2 is the identity operator on H2.

Example 1.15 The Hilbert space of a composite system of two spins (of 1=2)
is C2 
 C2. In this space, the vectors

e1 := j "i 
 j "i; e2 := j "i 
 j #i; e3 := j #i 
 j "i; e4 := j #i 
 j #i
form a basis. The vector state

� =
1p
2
(j "i 
 j #i � j #i 
 j "i) (18)

has a surprising property. Consider the observable

A :=
4X

i=1

ijeiiheij;

which has eigenvalues 1; 2; 3; 4 and the corresponding eigenvectors are just the
basis vectors. Measurement of this observable yields the values 1; 2; 3; 4 with
probabilities 0; 1=2; 1=2 and 0, respectively. The 0 probability occurs when both
spins are up or both are down. Therefore in the vector state � the spins are
anti-correlated. �

We consider now the composite system H1 
H2 in a state � 2 H1 
H2.
Let A 2 B(H1) be an observable which is localized at the �rst subsystem. If
we want to consider A as an observable of the total system, we have to de�ne
an extension to the space H1 
 H2. The tensor product operator A 
 I will
do, I is the identity operator of H2.
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Lemma 1.1 Assume that H1 and H2 are �nite dimensional Hilbert spaces.
Let fej : j 2 Jg be a basis in H1 and ffi : i 2 Ig be a basis in H2. Assume
that

� =
X
i;j

wij ej 
 fi

is the expansion of a unit vector � 2 H1 
H2. Set W for the matrix which is
determined by the entries wkl. Then W

�W is a density matrix and

h�; (A
 I)�i = TrAW �W :

Proof. Let Ekl be an operator on H1 which is determined by the relations
Eklej = �ljek (k; l 2 I). As a matrix, Ekl is called matrix unit, it is a matrix
such that (k; l) entry is 1, all others are 0. Then

h�; (Ekl 
 I)�i =
*X

i;j

wij ej 
 fi; (Ekl 
 I)
X
t;u

wtu eu 
 ft

+
=

=
X
i;j

X
t;u

wijwtuhej ; Ekleuihfi; fti =

=
X
i;j

X
t;u

wijwtu �lu�jk�it =
X
i

wikwil :

Then we arrived at the (k; l) entry of W �W . Our computation may be sum-
marized as

h�; (Ekl 
 I)�i = TrEkl(W
�W ) (k; l 2 I):

Since any linear operator A 2 B(H1) is of the form A =
P
aklEkl (akl 2 C),

taking linear combinations of the previous equations, we have

h�; (A
 I)�i = TrA(W �W ) :

W �W is obviously positive and

TrW �W =
X
i;j

jwij j2 = k�k2 = 1 :

Therefore it is a density matrix. �

This lemma shows a natural way from state vectors to density matrices.
Given a density matrix � on H1 
H2 there are density matrices �i 2 B(Hi)
such that

Tr (A
 I)� = TrA�1 (A 2 B(H1)) (19)

and
Tr (I 
B)� = TrB�2 (B 2 B(H2)): (20)

�1 and �2 are called reduced density matrices. (They are the quantum
analogue of marginal distributions.)
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The proof of Lemma 1.1 contains the reduced density of j�ih�j on the
�rst system, it is W �W . One computes similarly that the reduced density on
the second subsystem, it is (WW �)t, where Xt denotes the transpose of the
matrix X. Since W �W and (WW �)t have the same non-zero eigenvalues, the
two subsystems are very strongly connected if the total system is in a pure
state.

LetH1 andH2 be Hilbert spaces and let dimH1 = m and dimH2 = n. It is
well-known that the matrix of a linear operator on H1
H2 has a block-matrix
form

U = (Uij)
m
i;j=1 =

mX
i;j=1

Eij 
 Uij ;

relative to the lexicographically ordered product basis, where Uij are n � n
matrices. For example,

A
 I = (Xij)
m
i;j=1 ; where Xij = AijIn

and
I 
B = (Xij)

m
i;j=1 ; where Xij = �ijB:

Assume that
� = (�ij)

m
i;j=1

is a density matrix of the composite system, then

Tr (A
 I)� =
X
i;j

AijTr In�ij =
X
i;j

AijTr �ij

and this gives that for the �rst reduced density matrix we have

(�1)ij = Tr �ij : (21)

We can compute similarly the second reduced density �2. Since

Tr (I 
B)� =
X
i

TrB�ii

we obtain

�2 =
mX
i=1

�ii: (22)

The reduced density matrices might be expressed by the partial taces.
Tr2 : B(H1) 
 B(H2) ! B(H1) and Tr1 : B(H1) 
 B(H2) ! B(H2) are
de�ned as

Tr2(A
B) = ATrB; Tr1(A
B) = TrAB : (23)

We have
�1 = Tr2� and �2 = Tr1� : (24)
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Axiom (A4) tells about a composite quantum system consisting of two
quantum components. In case of more quantum components, the formalism is
similar, more tensor factors appear. It may happen that the quantum system
under study has a classical and a quantum component, assume that the �rst
component is classical. Then the description by tensor product Hilbert space
is still possible. A basis (jeii)i of H1 can be �xed and the possible density
matrices of the joint system are of the formX

i

pijeiiheij 
 �
(2)
i ; (25)

where (pi)i is a probability distribution and �
(2)
i are densities on H2. Then the

reduced state on the �rst component is the probability density (pi)i (which

may be regarded as a diagonal density matrix) and
P

i pi�
(2)
i is the second

reduced density.
Another postulate of quantum mechanics tells about the time develop-

ment of a closed quantum system. If the system is not subject to any mea-
surement in the time interval I � R and �t denotes the statistical operator at
time t, then

(A5) �t = U(t; s)�sU(t; s)
� (t; s 2 I),

where the unitary propagator U(t; s) is a family of unitary operators such
that

(i) U(t; s)U(s; r) = U(t; r),
(ii) (s; t) 7! U(s; t) 2 B(H) is strongly continuous.

The �rst order approximation of the unitary U(s; t) is the Hamiltonian:

U(t+�t; t) = I � i

~
H(t)�t;

where H(t) is the Hamiltonian at time t. If the Hamiltonian is time indepen-
dent, then

U(s; t) = exp

�
� i

~
(s� t)H

�
:

In the approach followed here the density matrices are transformed in time,
this is the so-called Schr�odinger picture of quantum mechanics. When dis-
crete time development is considered, a single unitary U gives the transfor-
mation of the vector state in the form  7! U , or in the density matrix
formalism � 7! U�U�. When the unitary time development is viewed as a
quantum algorithm in connection with quantum computation, the term gate
is used instead of unitary. So the gates constitute an algorithm are simply
unitary operators.
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2.4 State transformations

Assume that H is the Hilbert space of our quantum system which initially
has a statistical operator � (acting on H). When the quantum systems is not
closed, it is coupled to another system, called environment. The environment
has a Hilbert space He and statistical operator �e. Before interaction the total
system has density �e
 �. The dynamical change caused by the interaction is
implemented by a unitary and U(�e
�)U� is the new statistical operator and
the reduced density ~� is the new statistical operator of the quantum system
we are interested in. The a�ne change � 7! ~� is typical for quantum mechanics
and called state transformation. In this way the map � 7! ~� is de�ned on
density matrices but it can be extended by linearity to all matrices. In this way
we obtain a trace preserving and positivity preserving linear transformation.

The above de�ned state transformation can be described in several other
forms, reference to the environment could be omitted completely. Assume that
� is an n� n matrix and �e is of the form (zkzl)kl where (z1; z2; : : : ; zm) is a
unit vector in the m dimensional space He. (�e is pure state.) All operators
acting on He
H are written in a block matrix form, they are m�m matrices
with n�n matrix entries. In particular, U = (Uij)

m
i;j=1 and Uij 2Mn. If U is

a unitary, then U�U is the identity and this implies thatX
i

U�ikUil = �klIn (26)

Formula (22) for the reduced density matrix gives

~� =
X
i

(U(�e 
 �)U�)ii

=
X
i;k;l

Uik(�e 
 �)kl(U
�)li

=
X
i;k;l

Uik(zkzl�)(Uil)
�

=
X
i

�X
k

zkUik

�
�
�X

l

zlUil

��
=
X
i

Ai�A
�
i

where the operators Ai :=
P

k zkUik satisfyX
p

A�pAp = I (27)

due to (26) and
P

k jzkj2 = 1.

Theorem 1.6 Any state transformation � 7! E(�) can be written in the form
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E(�) =
X
p

Ap�A
�
p;

where the operator coe�cients satisfy (27). Conversely, all linear mappings of
this form are state transformations.

The �rst part of the theorem was obtained above. To prove the converse
part, we need to solve the equations

Ai :=
X
k

zkUik (i = 1; 2; : : : ;m):

Choose simply z1 = 1 and z2 = z3 = : : : = zm = 0 and the equations reduce
to Up1 = Ap. This means that the �rst column is given from the block matrix
U and we need to determine the other columns such a way that U should be
a unitary. Thanks to the condition (27) this is possible. Condition (27) tells
us that the �rst column of our block matrix determines an isometry which
extends to a unitary. �

The coe�cients Ap in the operator-sum representation are called the
operation elements of the state transformation. The terms quantum (state)
operation and channeling transformation are also often used instead of state
transformation.

The state transformations form a convex subset of the set of all positive
trace preserving linear transformations. (It is not known what the extreme
points of this set are.)

E is called completely positive if E 
 idn is positivity preserving for the
identical mapping idn :Mn(C)!Mn(C) on any matrix algebra.

Theorem 1.7 Let E : Mn(C) ! Mk(C) be a linear mapping. Then E is
completely positive if and only if it admits a representation

E(A) =
X
u

VuAV
�
u (28)

by means of some linear operators Vu : Cn ! Ck.

This result was �rst proven by Kraus. It follows that stochastic mappings
are completely positive and the operator-sum representation is also called
Kraus representation. Note that this representation is not unique.

Let E : Mn(C) ! Mk(C) be a linear mapping. E is determined by the
block-matrix (Xij)1�i;j�k, where

Xij = E(Eij) (29)

(Here Eij denote the matrix units.) This is the block-matrix representa-
tion of E .
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Theorem 1.8 Let E : Mn(C) ! Mk(C) be a linear mapping. Then E is
completely positive if and only if the representing block-matrix (Xij)1�i;j�k 2
Mk(C)
Mn(C) is positive.

Example 1.16 Consider the transpose mapping A 7! At on 2� 2 matrices:�
x y
z w

�
7!
�
x z
y w

�
:

The representing block-matrix is

X =

2
64
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

3
75 :

This is not positive, so the transpose mapping is not completely positive. �

Example 1.17 Consider a positive trace-preserving transformation E :Mn(C)!
Mm(C) such that its range consists of commuting operators. We show that E
is automatically a state transformation.

Since a commutative subalgebra of Mm(C) is the linear span of some pair-
wise orthogonal projections Pk, one can see that E has the form

E(A) =
X
k

PkTrFkA; (30)

where Fk is a positive operator in Mn(C), it induces the coe�cient of Pk as
a linear functional on Mn(C).

We want to show the positivity of the representing block-matrix:X
ij

Eij

�X

k

PkTr (FkEij)
�
=
X
k

�X
ij

Eij
Pk
�
�
�X

ij

EijTr (FkEij)
I
�
;

where � denotes the Hadamard (or entry-wise product) of nm�nm matrices.
Recall that according to Schur's theorem the Hadamard product of positive
matrices is positive. The �rst factor is

[Pk; Pk; : : : ; Pk]
�[Pk; Pk; : : : ; Pk]

and the second factor is Fk 
 I, both are positive.
Consider the particular case of (30) where each Pk is of rank one andPr

k=1 Fk = I. Such a family of Fk's describe a measurement which associates
the r-tuple (Tr �F1;Tr �F2; : : : ;Tr �Fr) to the density matrix �. Therefore a
measurement can be formulated as a state transformation with diagonal out-
puts. �
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The Kraus representation and the block-matrix representation are con-
venient ways to describe a state transformation in any �nite dimension. In
the 2 � 2 case we have the possibility to expand the mappings in the basis
�0; �1; �2; �3.

Any trace preserving mapping E : M2(C)!M2(C) has a matrix

T =

�
1 0
t T3

�

with respect to this basis, where T3 2M3 and

E(w0�0 + w � �) = w0�0 + (t+ T3w) � �: (31)

The following examples of state transformations are given in term of the
T -representation:

Example 1.18 (Pauli channels) t = 0 and T3 = Diag (�; �; 
). Density
matrices are sent to density matrices if and only if

�1 � �; �; 
 � 1

for the real parameters �; �; 
.
It is not di�cult to compute the representing block-matrix, we have

X =

2
664

1+

2 0 0 �+�

2

0 1�

2

���
2 0

0 ���
2

1�

2 0

�+�
2 0 0 1+


2

3
775 : (32)

X is unitarily equivalent to the matrix2
664

1+

2

�+�
2 0 0

�+�
2

1+

2 0 0

0 0 1�

2

���
2

0 0 ���
2

1�

2

3
775 :

This matrix is obviously positive if and only if

j1� 
j � j�� �j: (33)

This positivity condition holds when � = � = 
 = p > 0. Hence the next
example gives a channeling transformation. �

3 Some applications

In the traditional approach to quantum mechanics, a physical system is de-
scribed in a Hilbert space: Observables correspond to self-adjoint operators
and statistical operators are associated with the states. Von Neumann as-
sociated an entropy quantity to a statistical operator in 1927 [15] and the
discussion was extended in his book [16].
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3.1 Von Neumann entropy

Von Neumann's argument was a gedanken experiment on the ground of phe-
nomenological thermodynamics which is not repeated here, only his conclu-
sion. Assume that the density � is the mixture of orthogonal densities �1 and
�2, � = p�1 + (1� p)�2. Then

pS(�1) + (1� p)S(�2) = S(�) + �p log p+ �(1� p) log(1� p) ; (34)

where S is a certain thermodynamical entropy quantity, relative to the �xed
temperature and molecule density. (Remember that the ortogonality of states
has a particular meaning in quantum mechanics.) From the two-component
mixture, we can easily move to an arbitrary density matrix � =

P
i �ij'iih'ij

and we have
S(�) =

X
i

�iS(j'iih'ij)� �
X
i

�i log �i: (35)

This formula reduces the determination of the (thermodynamical) entropy of a
mixed state to that of pure states. The so-called Schatten decompositionP

i �ij'iih'ij of a statistical operator is not unique although h'i; 'ji = 0
is assumed for i 6= j. When �i is an eigenvalue with multiplicity, then the
corresponding eigenvectors can be chosen in many ways. If we expect the
entropy S(�) to be independent of the Schatten decomposition, then we are
led to the conclusion that S(j'ih'j) must be independent of the state vector
j'i. This argument assumes that there are no super-selection sectors, that
is, any vector of the Hilbert space can be a state vector. (Von Neumann's
argument was somewhat di�erent, see the original paper [15] or [23].) If the
entropy of pure states is de�ned to be 0 as a kind of normalization, then we
have the von Neumann entropy formula:

S(�) = ��
X
i

�i log �i = �Tr �(�) (36)

if �i are the eigenvalues of � and �(t) = �t log t. For the sake of simplicity the
multiplicative constant � will mostly be omitted.

It is worthwhile to note that if S(�) is interpreted as the uncertainty carried
by the statistical operator �, then (34) seems to be natural,

S(p�1 + (1� p)�2) = pS(�1) + (1� p)S(�2) +H(p; 1� p) ; (37)

holds for an orthogonal mixture and Shannon's classical information measure
is involved. The mixing property (37) essentially determines the von Neu-
mann entropy and tells us that the relation of orthogonal quantum states is
classical. A detailed axiomatic characterization of the von Neumann entropy
is Theorem 2.1 in [19].

Theorem 1.9 Let �1 and �2 be density matrices and 0 < p < 1. The following
inequalities hold:



Hilbert space methods for quantum mechanics 23

pS(�1) + (1� p)S(�2) � S(p�1 + (1� p)�2)

� pS(�1) + (1� p)S(�2) +H(p; 1� p):

Proof. The �rst inequality is an immediate consequence of the concavity of the
function �(t) = �t log t. In order to obtain the second inequality we bene�t
from the formula

TrA
�
log(A+B)� logA

�
=

Z 1

0

TrA(A+ t)�1B(A+B + t)�1 dt � 0 (A;B � 0)

and infer
Tr p�1 log(p �1 + (1� p)�2) � Tr p�1 log p�1

and

Tr (1� p)�2 log(p�1 + (1� p)�2) � Tr (1� p)�2 log(1� p)�2 :

Adding the latter two inequalities we obtain the second inequality of the
theorem. �

The von Neumann entropy is the trace of a continuous function of the
density matrix, hence it is an obviously continuous functional on the states.
However, a more precise estimate for the continuity will be required in ap-
proximations. Such an estimate is due to Fannes.

Theorem 1.10 Let �1 and �2 be densities on a d-dimensional Hilbert space.
If k�1 � �2k1 < 1

3 , then the inequality

jS(�1)� S(�2)j � k�1 � �2k1 log d+ �(k�1 � �2k1)

holds. (kXk1 := Tr (X�X)1=2).

The proof is found in [7] or [19]. Note that on an in�nite dimensional
Hilbert space the von Neumann entropy is not continuous (but it is such
restricted to a set f� : S(�) � cg).

Most properties of the von Neumann entropy will be deduced from the
behavior of the relative entropy, see [19].

3.2 Fidelity

How close are two quantum states? There are many possible answers to this
question. Restricting ourselves to pure states, we have to consider two unit
vectors. j'i and j i. Quantum mechanics has used the concept of transition
probability jh' j 'ij2 for a long time. This quantity is phase invariant, it lies
between 0 and 1. It equals to 1 if and only if the two states coincide that is,
j'i equals to j i up to a phase.
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We call the square root of the transition probability �delity: F (j'i; j i) :=
jh' j  ij. Shannon used a nonnegative distortion measure, and we may regard
1� F (j'i; j i) as a distortion function on quantum states.

Under a quantum operation pure states could be transformed into mixed
states, hence we need extension of the �delity:

F (j'ih'j; �) =
p
h' j � j 'i ; (38)

or in full generality

F (�1; �2) = Tr

q
�
1=2
1 �2 �

1=2
1 (39)

for positive matrices �1 and �2. This quantity was studied by Uhlmann in a
di�erent context [25] and he proved a variational formula:

Theorem 1.11

F (�1; �2) = inf
np

Tr (�1G)Tr (�2G�1) : 0 � G is invertible
o

From Theorem 1.11 the symmetry of F (�1; �2) is obvious and we can easily
deduce the monotonicity of the �delity under state transformation:

F (E(�1); E(�2))2 � Tr E(�1)GTr E(�2)G�1 � "

� Tr �1E�(G) Tr �2E�(G�1)� " ;

where E� is the adjoint of E with respect to the Hilbert-Schmidt inner product,
" > 0 is arbitrary and G is chosen to be appropriate. It is well-known that E�
is unital and positive, hence E�(G)�1 � E�(G�1).

Tr �1E�(G) Tr �2E�(G�1) � Tr �1E�(G) Tr �2E�(G)�1
� F (�1; �2)

2 :

In this way the monotonicity is concluded:

Theorem 1.12 For a state transformation E the inequality

F (E(�1); E(�2)) � F (�1; �2)

holds.

Another remarkable operational formula is

F (�1; �2) = max fjh 1j 2ij : E(j 1ih 1j) = �1; (40)

E(j 2ih 2j) = �2 for some state transformation Eg:
This variational expression reduces the understanding of the �delity of arbi-
trary states to the case of pure states. The monotonicity property is implied
by this formula easily.

Convergence in �delity is equivalent with convergence in trace norm:
F (�n; �

0
n)! 1 if and only if Tr j�n � �0nj ! 0. This property of the �delity is

a consequence of the inequalities

1� F (�1; �2) � 1

2
Tr j�1 � �2j �

p
1� F (�1; �2) : (41)
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