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The Markov property of states on algebras of the canonical commutation relation

is studied and in the case of Gaussian states several equivalent properties are ob-

tained. The detailed description is given in terms of a block matrix. The relation to
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relative entropy with respect to a Gaussian Markov state has the Markov property.
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1. Introduction

A simple, but important example of a stochastic process with dependence

is one in which each random variable depends on the one preceding it and

is conditionally independent of all the other preceding random variables.

Such a process is said to be Markov. A stochastic process is Markov if

and only if the Shannon entropy increase is constant. Multivariate normal

distributions are described by a positive definite matrix and if their joint

distribution is Gaussian as well then it can be represented by a block matrix.

The aim of this note is to study Markov triplets (Markov process with three

random variables) by using the block matrix technique. A Markov triplet

is characterized by the form of its block covariance matrix and by the form

of the inverse of this matrix. We also study some non-commutative ana-

logues, namely the CCR algebraic case. The notion of Gaussian state was

developed in the framework of the C*-algebraic approach to the canonical

commutation relation (CCR) 17,12,5,19. The CCR-algebra is generated by

the Weyl unitaries (satisfying a commutation relation, therefore Weyl alge-

bra is an alternative terminology). The Gaussian states on CCR algebras

can be regarded as analogues of Gaussian distributions in classical proba-

1



2

bility: The n-point functions can be computed from the 2-point functions

and in a kind of central limit theorem the limiting state is Gaussian and

it maximizes the von Neumann entropy when the 2-point function is fixed
20. The Gaussian states are quite tractable, for example the von Neumann

entropy has an explicit expression 7,5.

The Markov property was invented by Accardi in the non-commutative

(or quantum probabilistic) setting 1,2. (Another approach is in the paper
9.) This Markov property is based on a completely positive, identity pre-

serving map, so-called quasi-conditional expectation and it was formulated

in the tensor product of matrix algebras. A state of a tensor product system

is Markovian if and only if the von Neumann entropy increase is constant.

This property and a possible definition of the Markov condition was sug-

gested in 21. A remarkable property of the von Neumann entropy is the

strong subadditivity 16,11,18,23 which plays an important role in the inves-

tigations of quantum system’s correlations. The above mentioned constant

increase of the von Neumann entropy is the same as the equality for the

strong subadditivity of von Neumann entropy.

A CCR (or Weyl) algebra is parametrized by a Hilbert space, we use

the notation CCR(H) when H is the Hilbert space. Assume that ϕ123 is a

state on the composite system CCR(H1)⊗CCR(H2)⊗CCR(H3). Denote

by ϕ12, ϕ23 the restriction to the first two and to the second and third

factors, similarly ϕ2 is the restriction to the second factor. The Markov

property is defined as

S(ϕ123) − S(ϕ12) = S(ϕ23) − S(ϕ2),

where S denotes the von Neumann entropy 18. When ϕ123 is Gaussian, it

is given by a positive operator (corresponding to the 2-point function) and

the main goal of the present paper is to describe the Markov property in

terms of this operator. The paper 25 studies a similar question for the CAR

algebra. Although the multivariate Gaussian case (in classical probability)

is rather different from the present non-commutative setting, we used the

same block matrix formalism. A Gaussian state is described by a block

matrix and the Markov property is formulated by the entries. A Markovian

Gaussian state induces multivariate Gaussian restrictions, but they are very

special in that framework.

2. Classical Markov triplets

Let X = X1 × X2 × X3 be a finite set with probability distribution

p(x1, x2, x3) (xi ∈ Xi, 1 ≤ i ≤ 3). The Markov property is defined by
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conditional probabilities in the stochastic setting:

p(x3|x1, x2) = p(x3|x2)

which means

p(x1, x2, x3)

p(x1, x2)
=
p(x2, x3)

p(x2)
, (1)

and we say that the random variables X1,X2 and X3 form a Markov chain,

denoted by X1 → X2 → X3. We remark that X1 → X2 → X3 implies

X3 → X2 → X1. The computation

p(x1, x3|x2) =
p(x1, x2, x3)

p(x2)
=
p(x1, x2)p(x3|x2)

p(x2)
= p(x1|x2)p(x3|x2)

shows that the Markov property holds if and only if X1 and X3 are con-

ditionally independent. If X3 has the interpretation as ”future”, X2 is the

”present” and X1 is the ”past”, then having the Markov property means

that, given the present state, future state is independent of the past state.

In other words, the description of the present state fully captures all the

information that could influence the future evolution of the process. In

order to move to the C*-algebra setting, we denote by A123 the algebra

of functions on X . The subalgebra A12 consists of those functions of the

variables x1, x2, x3 whose values are actually do not depend on x3. The

subalgebras A23 and A2 are defined similarly and A2 = A12 ∩ A23.

The conditional expectation E123
12 : A123 → A12 defined as

E123
12 (g)(x1, x2) =

∫

g(x1, x2, x3)
p(x1, x2, x3)

p(x1, x2)
dx3. (2)

This leaves fixed any functions h ∈ A12 and E123
12 (hg) = hE123

12 (g) for every

g ∈ A123. Similarly,

E23
2 (f)(x2) =

∫

f(x2, x3)
p(x2, x3)

p(x2)
dx3. (3)

If (1) holds, then

E123
12 restricted to A23 is E23

2 . (4)

It is natural to investigate the Markov chains from information theoret-

ical point of view. The Shannon entropy H(X1, X2, . . . , Xk) of a k-tuple of

discrete random variables with values in X is

H(X1, X2, . . . , Xk) = −
∑

x

p(x) log p(x),
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where summation is over x ∈ X k. The Shannon entropy has many proper-

ties that agree with the intuitive notion of what a measure of information

should be, for example it helps us to express the dependence among the

random variables. One can check easily that

H(X1, X2, X3) −H(X2, X3) = H(X1, X2) −H(X2)

if and only if X1 → X2 → X3. Further details can be found in 6,23.

3. Gaussian Markov triplets

To show an important classical example we investigate the multivariate

normal distribution forming a Markov chain. All these results with proofs

can be found in 3. Let X := (X1,X2, . . . ,Xn) be an n-tuple of real or

complex random variables. The (i, j) element of the n x n covariance matrix

is given by

Ci,j := E(XiXj) − E(Xi)E(Xj),

where E denotes the expectation. The covariance matrix is positive semidef-

inite. The mean m := (m1,m2, . . . ,mn) consists of the expectations

mi = E(Xi), (i = 1, 2, . . . , n). Let M be a positive definite n × n ma-

trix and m be a vector. Then

fm,M(x) :=

√

detM

(2π)n
exp

(

−
1

2
〈(x − m) ,M(x− m)〉

)

(5)

is a multivariate Gaussian probability distribution, denoted by N(m,M−1),

with expectation m and with quadratic matrix M . If m = 0, then we write

simply fM (x). If M is diagonal, then (5) is the product of functions of one-

variable which means the independence of the random variables. It is a

remarkable fact that the covariance matrix of the distribution (5) is M−1.

The following lemma is well known, see for example 3,10.

Lemma 3.1. Let

M =

[

A B

B∗ D

]

(6)

be a positive definite (m + k) by (m + k) matrix written in block matrix

form. Then the marginal of the Gaussian probability distribution

fM (x1,x2) :=

√

detM

(2π)(m+k)
exp

(

−
1

2
〈(x1,x2),M(x1,x2)

)

〉
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on R
m is the distribution

f1(x1) :=

√

detM

(2π)m detD
exp

(

−
1

2
〈x1, (A−BD−1B∗)x1〉

)

. (7)

The matrix (M |D) := A−BD−1B∗ appears often in the matrix analysis,

and called the Schur complement of D in M 26.

Now turn to the conditional distributions. Given the random variables

X1 and X2, the conditional density is given by

f(x2|x1) :=
f(x1,x2)(x1,x2)

fx1
(x1)

, (8)

which is a function of x2, since x1 is fixed. If (X1,X2) is Gaussian with a

quadratic matrix (6), then the conditional distribution (8) is the Gaussian

N(−D−1B∗x1, D
−1).

Let (X1,X2,X3) be random variables with joint probability distribution

f(x1,x2,x3). The distribution of the appropriate marginals are f(x1,x2),

f(x2,x3) and f(x2). In accordance with the foregoing (X1,X2,X3) is called

a Markov triplet if

f(x3|x1,x2) = f(x3|x2). (9)

We use the notation X1 → X2 → X3 for the Markov triplets as before. Let

(X1,X2,X3) be a Gaussian random variable with the quadratic matrix

M =





A1 A2 B1

A∗

2 A3 B2

B∗

1 B
∗

2 D



 (10)

and with expectation m = 0. The next theorem gives the characterization

of Gaussian Markov triplets 3.

Theorem 3.1. For the Gaussian triplet (X1,X2,X3) with quadratic ma-

trix (10) and with expectation 0, the following conditions are equivalent

(i) X1 → X2 → X3

(ii) B1 = 0

(iii) The conditional distribution f(x3|x1,x2) does not depend on x1.

(iv) The covariance matrix of (X1,X2,X3) is of the form




S11 S12 S12S
−1
22 S23

S∗

12 S22 S23

S∗

23S
−1
22 S

∗

12 S
∗

23 S33



 . (11)

(v) h(X1,X2,X3) − h(X2,X3) = h(X1,X2) − h(X2), where h(X) :=

−
∫

f(x) log f(x)dx is the Boltzmann-Gibbs entropy.
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4. Markov states

Recall that a pair (A, ϕ) consisting of an C*-algebra A and its state ϕ is

called an algebraic probability space. An algebraic random variable is an

embedding j : B → A of an algebra B into A. The state ϕ ◦ j of B is

called the distribution of the random variable j. At the characterization of

the Markov property in a non-commutative C*-algebra setting, the basic

problem is that in the quantum setting conditional probabilities and con-

ditional expectations (preserving a given state) do not exist. Indeed, states

compatible with norm one projections tend to be trivial in the extremely

noncommutative case, i.e. factorial case, that is algebras with trivial center.

Assume that A is the tensor product of matrix algebras: A123 = A1 ⊗

A2 ⊗ A3. A state ϕ of A123 is called Markov if there exists a completely

positive unital mapping F : A123 → A1 ⊗A2 ≡ A12 such that

F (A1 ⊗ I23) = A1 ⊗ I2

and

ϕ(A123) = ϕ(F (A123)).

The first condition tells that A1 is in the fixed point algebra of F and the

second one says that F preserves the given state. (Originally, Accardi and

Frigerio called F quasi-conditional expectation and wrote about infinite

tensor product 2.) If ϕ is a faithful, normal state with a density operator

D, (D > 0, TrD = 1), then its von Neumann entropy is given by

S(ϕ) ≡ S(D) = −TrD logD.

Theorem 4.1. The following conditions are equivalent, ϕ ≡ ϕ123.

(i) ϕ is Markov.

(ii) The von Neumann entropy increase is constant, i.e.

S(ϕ123) − S(ϕ23) = S(ϕ12) − S(ϕ2). (12)

(iii) There exist a subalgebra B and a conditional expectation from A123

onto B such that

A1 ⊂ B ⊂ A12

and E leaves the state ϕ invariant.

(iv) There is a state transformation

E : A2 → A23

such that (Id1 ⊗ E)(ϕ12) = ϕ123.
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For the details, see Chapter 9 of 23. Moreover, it was shown that a state

is Markov if and only if it is the convex combination of orthogonal product

type states 11.

Theorem 4.1 inspire us to call a triplet (A1,A2,A3) of subalgebras of a

C*-algebra A to Markovian with respect to the state ϕ of A if A3 and A1

are conditionally independent with respect to A2 and (12) holds.

5. CCR algebra and Gaussian states

Let H be a Hilbert space. Assume that for every f ∈ H a unitary operator

W (f) is given such that the relations

W (f1)W (f2) = W (f1 + f2) exp(iσ(f1, f2)),

W (−f) = W (f)∗

hold for f1, f2, f ∈ H with σ(f1, f2) :=Im〈f1, f2〉. The C*-algebra generated

by these unitaries is unique and denoted by CCR(H) 19,27.

The C*-algebra CCR(H) is not separable, but nuclear 8, therefore its

tensor product with any other C*-algebra is uniquely defined 15 . The

relations show that W (f1) and W (f2) commute if f1 and f2 are orthogonal.

It follows that CCR(H1) ⊗ CCR(H2) is isomorphic to CCR(H1 ⊕H2).

The C*-algebra CCR(H) has a very natural state

ω(W (f)) := exp
(

−‖f‖2/2
)

(13)

which is called Fock state. The GNS-representation of CCR(H) is called

Fock representation and it leads to the the Fock space F(H) with cyclic

vector Φ. Since ω is actually a product state, the GNS Hilbert space is

a tensor product. We shall identify the abstract unitary W (f) with the

representing unitary acting on the Fock space F(H). The map

t 7→ Φ(W (tf))

is a strongly continuous 1-parameter group of unitaries and according to

the Stone theorem we have

W (tf) = exp(itB(f)) and
∂

∂t

∣

∣

∣

t=0
W (tf) = iB(f)

for a self-adjoint operator B(f), called field operator. The distribution of

a field operator is Gaussian with respect to the Fock state.

The Fock state (13) can be generalized by choosing a positive operator

A ∈ B(H):

ωA(W (f)) := exp
(

−‖f‖2/2 − 〈f,Af〉
)

. (14)
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This is called Gaussian or quasi-free state. By derivation we get

ωA(B(f)B(g)) = −iσ(f, g) +
1

2
(〈f, (I + 2A)g〉 + 〈g, (I + 2A)f〉 )

= Re 〈f, (I + 2A)g〉 − iIm 〈f, g〉 ,

and all higher order correlation functions are expressed by this two-point

functions 5. Moreover,

ωA(B+(f)B−(g)) = 〈g,Af〉 . (15)

For 0 ≤ A ∈ B(H), the the statistical operator of the Gaussian state

ωA of CCR(H) in the Fock representation is

ρA :=
Γ(A(I +A)−1))

TrΓ(A(I +A)−1))
,

where Γ is the second quantization of operators. If λi are the eigenvalues

of A, then ρA has the eigenvalues

∏

i

1

1 + λi

(

λi

1 + λi

)ni

,

where ni ∈ Z+. Therefore the von Neumann entropy is

S(ωA) = Trκ(A),

where κ(t) = −t log t+ (t+ 1) log(t+ 1).

Assume that H = H1 ⊕H2 and write the positive mapping A ∈ B(H)

in the form of block matrix:

A =

[

A11 A12

A21 A22

]

.

If f ∈ H1, then

ωA(W (f ⊕ 0)) = exp
(

−‖f‖2/2− < f,A11f
)

.

Therefore the restriction of the Gaussian state ωA to CCR(H1) is the Gaus-

sian state ωA11
.

6. Markov property on CCR

Let H123 = H1 ⊕H2 ⊕ H3 be a finite dimensional Hilbert space and con-

sider the CCR-algebras Ai := CCR(Hi). Then A123 := CCR(H123) =

A1⊗A2⊗A3 holds. Assume that D123 is a statistical operator in A123 and

we denote by D12, D2, D23 its reductions into the subalgebras A12,A2,A23,
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respectively. As before, these subalgebras form a Markov triplet with re-

spect to the state D123 if

S(D123) − S(D23) = S(D12) − S(D2), (16)

where S denotes the von Neumann entropy and we assume that both sides

are finite in the equation. Actually, the strong additivity of von Neumann

entropy (16) is strongly related to statistical sufficiency and we have further

equivalent conditions.

(i) Dit
123D

−it
23 = Dit

12D
−it
2 for every real t 13,22.

(ii) D
1/2
123D

−1/2
23 = D

1/2
12 D

−1/2
2 .

(iii) logD123 − logD23 = logD12 − logD2.

(iv) There are positive matricesX,Y ∈ A12 and 0 ≤ Z ∈ A123, such that

D123 = XZ, D12 = Y Z and the commutation relation ZX = XZ

and ZY = Y Z hold.

Remark that some of the equivalences are valid also in infinite dimen-

sional Hilbert space, for example, the equivalence of (i) and (iv) is obtained

in 13. Mostly we study the Markov property of a Gaussian state ωA ≡ ω123

with a density matrix D123, where A is a positive operator acting on H123,

given in a block matrix form

A =





A11 A12 A13

A21 A22 A23

A31 A32 A33



 . (17)

Then the restrictions D23, D12 and D2 are also Gaussian states with the

positive operators

D =





I 0 0

0 A22 A23

0 A32 A33



 , B =





A11 A12 0

A21 A22 0

0 0 I



 , and C =





I 0 0

0 A22 0

0 0 I



 ,

respectively. Then the equivalent conditions above implies the following 14.

Theorem 6.1. For a Gaussian state ωA the Markov property (16) is equiv-

alent to the condition

Ait(I +A)−itD−it(I +D)it = Bit(I +B)−itC−it(I + C)it (18)

for every real t.

Moreover, we can give also a description in terms of the operator A.
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Theorem 6.2. A Gaussian state ωA is Markov if and only if A has the

following form

A =









A11 [a 0] 0
[

a∗

0

] [

c 0

0 d

] [

0

b

]

0 [0 b∗] A33









=









[

A11 a

a∗ c

]

0

0

[

d b

b∗A33

]









,

where the parameters a, b, c, d (and 0) are matrices.

In other wordsA should be a block diagonal matrix. There are nontrivial

Markovian Gaussian states which are not a product in the time localization.

However, the first and the third subalgebras are always independent.

Theorem 6.3. Let ω ≡ ωA be a Markovian Gaussian state on the CCR-

algebra A123. If ψ is the state minimizing the relative entropy S(ψ||ωA)

under the constraint that ψ|A1 = ϕ is fixed, then ψ is a Markov state.

The proof and a similar result are in the paper 24. In the probabilistic

case the similar statatement is well-known, see 4, for example.

7. Connection to classical Gaussian

Let X1,X2,X3 be vector-valued random variables with Gaussian joint

probability distribution
√

detM

(2π)n
exp

(

−
1

2
〈x,Mx〉

)

,

where M is positive definite matrix. Theorem 3.1 says that the triplet

(X1,X2,X3) has the Markov property if and only if the covariance matrix

S = M−1 of (X1,X2,X3) is of the form (11), that is

S13 = S12S
−1
22 S23, (19)

see 3. To show some analogy between the classical Gaussian and the CCR

Gaussian case, we can formulate a somewhat similar description to (19) in

the CCR setting 24.

Theorem 7.1. The block matrix

A =





A11 A12 A13

A21 A22 A23

A31 A32 A33




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gives a Gaussian state with the Markov property if and only if

A13 = A12f(A22)A23

for any continuous function f : R → R.

This shows that the CCR condition is much more restrictive than the

classical one. Next we assume that H = H1 ⊕ H2 ⊕ H3 and assume that

dimHi = k (1 ≤ i ≤ 3). Choose an orthonormal basis {fj : 1 ≤ j ≤ 3k}

such that

fik+r ∈ Hi, 1 ≤ i ≤ 3, 0 ≤ r ≤ k − 1

and unit vectors ej, 1 ≤ j ≤ 3k such that

eik+r ∈ Hi, 1 ≤ i ≤ 3, 0 ≤ r ≤ k − 1

and

〈et, eu〉is real for any 1 ≤ t, u ≤ 3k.

This implies that the Weyl unitaries W (tej) = exp(itB(ej)) commute and

the field operators B(ej) have a joint distribution. If ωA is Gaussian, then

the classical (multi-valued) Gaussian triplet

(B(e1), . . . , B(ek)), (B(ek+1), . . . , B(e2k)), (B(e2k+1), . . . , B(e3k))

(20)

has Gaussian joint distribution with covariance S∗(I + 2A)S, where S is

defined as Sfj = ej , 1 ≤ j ≤ 3k. Moreover, Theorem 7.1 and 3.1 implies

the following result 14.

Theorem 7.2. If ωA is a Gaussian Markov state, then the classical (multi-

valued) Gaussian triplet (20) is Markovian as well, moreover,

(B(e1), . . . , B(ek)) and (B(e2k+1, . . . , B(e3k))

are independent.

The converse is not true as some numerical computation shows 14. How-

ever, if for every λA (λ > 0) the classical Markov property is true, then the

Markovianity of the CCR Gaussian ωA follows 24.
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8. Conclusions

A simple, but important example of a stochastic process with dependence

is one in which each random variable depends on the one preceding it and

is conditionally independent of all the other preceding random variables.

In this paper we attended to the case of three random variables, called

Markov triplet. In the classical probability three random variables form a

Markov triplet if and only if we have got equality in the strong subaddi-

tivity of Shannon entropy for their distributions. This fact yields to define

Markov property for a state on a CCR algebra as a state which saturate

the strong subadditivity of von Neumann entropy with equality. We inves-

tigated two important special cases: the multivariate Gaussian distribution

in classical probability and its analogue on CCR algebras, the so-called

quasi-free states. Both of them is completely characterized by a positive

matrix (quadratic or covariance matrix in the classical case and the so-

called symbol in the CCR case) and we characterized the Markov property

via these matrices. We found that the CCR case is much more restrictive:

a CCR quasi-free Markov state implies classical Gaussian Markov triplets

if we consider commuting Weyl unitaries, while the converse is not true in

general.
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13. A. Jenčová and D. Petz, Sufficiency in quantum statistical inference,
Comm. Math. Phys. 263(2006), 259–276.
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