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PREFACE

This volume constitutes the proceedings of the 29th Conference on

Quantum Probability and Related Topics held in Hammamet, Tunisia, Oc-

tober 13-18, 2008. This was the first time this important international event

took place in the Africa. This Proceedings volume contains twenty refereed

research articles. Almost 120 mathematicians and physical mathematicians

participated in this conference from all over the world. This volume will be

of interest to professional researchers and graduate students who will gain

a perspective on current activity and background in the topics covered.

The goal of the conference was to communicate new results in the fields

of quantum probability and infinite dimensional analysis, to bring together

scientists with different backgrounds who work in related fields, and to stim-

ulate new collaborations. The fact that contributions to this volume range

from quantum probability, white noise and stochastic analysis, orthogo-

nal polynomials and interacting Fock spaces, free probability and random

matrices, quantum information, quantum statistics, control and filtering,

Lévy processes, mathematical models in biology and foundation of quan-

tum mechanics shows that research in quantum probability is very active

and strongly involved in modern mathematical developments and applica-

tions.

The organizers of the conference were extremely happy to see many

eminent mathematicians having contributed to the success of the conference

and cultivated new ideas. We would like to thank all participants for their

hard work and for helping to create a very stimulating atmosphere. To our

great pleasure, important papers presented at the conference are published

in this volume. As such, we are grateful to the respective authors and to

the anonymous referees for their efficient help in evaluating each paper in

this collection. We also express our deep appreciation to World Scientific

Publishing, in particular to Ms E. H. Chionh as their acting representative

for a remarkably pleasant cooperation.

We acknowledge gratefully the general support of the Tunisian Ministry

of Higher Education Scientific Research and Technology, the Association

of Infinite Dimensional Analysis and Quantum Probability (AQPIDA), the
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Tunisian Mathematical Society, the University of Tunis El Manar and other

Tunisian Research Institutes.

Finally we hope that this conference has contributed not only to promote

scientific activities but also to mutual international understanding.

The editors:

Abdessatar Barhoumi Hammamet, Tunisia

(Sousse University, Tunisia) November 2009

Habib Ouerdiane

(Tunis El-Manar University, Tunisia)
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ON THE CENTRAL EXTENSIONS OF THE HEISENBERG

ALGEBRA

Luigi ACCARDI

Centro Vito Volterra, Università di Roma Tor Vergata
via Columbia 2, 00133 Roma, Italy

E-mail:accardi@volterra.mat.uniroma2.it
URL:http://volterra.mat.uniroma2.it

Andreas BOUKAS

Department of Mathematics and Natural Sciences, American College of Greece
Aghia Paraskevi, Athens 15342, Greece

E-mail:andreasboukas@acgmail.gr

We describe the nontrivial central extensions CE(Heis) of the Heisenberg al-
gebra and their representation as sub–algebras of the Schroedinger algebra. We
also present the characteristic and moment generating functions of the random
variable corresponding to the self-adjoint sum of the generators of CE(Heis).

Keywords: Heisenberg algebra; Schroedinger algebra; Central extension of a
Lie algebra; Fock space.

1. Central extensions of Lie algebras

In the applications of Lie algebras to physical systems the symmetries of the

system are frequently described at the level of classical mechanics by some

Lie algebra L, and in the quantum theoretic description by L plus some

extra, constant, not arbitrary terms which are interpreted as the eigenvalues

of some new operatorsKi which have constant eigenvalue on any irreducible

module of L (by Schur’s lemma the Ki must commute with all elements of

L). The new generators Ki extend L to a new Lie algebra L̂.

In general, given a Lie algebra L with basis {T a ; a = 1, 2, ..., d}, by at-

taching additional generators {Ki ; i = 1, 2, .., l} such that

[Ki,Kj ] = [T a,Kj ] = 0 (1)

we obtain an l–dimensional central extension L̂ of L with Lie brackets
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[T a, T b] =
d∑

c=1

fab
c T c +

l∑

i=1

gabi Ki (2)

where fab
c are the structure constants of L in the basis {T a ; a = 1, 2, ..., d}.

If through a constant redefinition of the generators {T a ; a = 1, 2, ..., d}
(i.e. if L̂ is the direct sum of L and an Abelian algebra) the commutation

relations of L̂ reduce to those of L then the central extension is trivial.

A basis independent (or cocycle) definition of an one-dimensional (i.e. hav-

ing only one central generator) central extension can be given as follows:

If L and L̂ are two complex Lie algebras, we say that L̂ is an one-dimensional

central extension of L with central element E if

[l1, l2]L̂ = [l1, l2]L + φ(l1, l2)E ; [l1, E]L̂ = 0 (3)

for all l1, l2 ∈ L, where [·, ·]L̂ and [·, ·]L are the Lie brackets in L̂ and

L respectively, and φ : L × L 7→ C is a bilinear form (2-cocycle) on L

satisfying the skew-symmetry condition

φ(l1, l2) = −φ(l2, l1) (4)

and the Jacobi identity

φ([l1, l2]L, l3) + φ([l2, l3]L, l1) + φ([l3, l1]L, l2) = 0 (5)

A central extension is trivial if there exists a linear function f : L 7→ C

satisfying for all l1, l2 ∈ L

φ(l1, l2) = f([l1, l2]L) (6)

For more information on central extensions we refer to Ref. 3. Detailed

proofs of the material presented in sections 2–5 below will appear in Ref. 1.
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2. Central extensions of the Heisenberg algebra

The Heisenberg ∗-Lie algebra Heis is the 3-dimensional Lie algebra with

generators {a†, a, h}, commutation relations

[a, a†]Heis = h ; [a, h† ]Heis = [h, a]Heis = 0 (7)

and involution

(
a†

)∗
= a ; (a)

∗
= a† ; (h )

∗
= h (8)

All 2-cocycles φ corresponding to a central extension CE(Heis) of Heis

are of the form

φ(a , a† ) = λ (9)

φ(h , a† ) = z (10)

φ(a , h ) = z̄ (11)

φ(h , h ) = φ(a† , a† ) = φ(a , a ) = 0 (12)

where λ ∈ R and z ∈ C. To see that, let li = ai a
† + bi a + ci h where

ai, bi, ci ∈ C for all i ∈ {1, 2, 3}, be three elements of Heis. Then

[l1, l2]Heis = (b1 a2 − a1 b2)h (13)

[l2, l3]Heis = (b2 a3 − a2 b3)h (14)

[l3, l1]Heis = (b3 a1 − a3 b1)h (15)

and

φ([l1, l2]Heis, l3) = (b1 a2 a3 − a1 b2 a3)φ(h, a
†) (16)

+(b1 a2 b3 − a1 b2 b3)φ(h, a)

φ([l2, l3]Heis, l1) = (b2 a3 a1 − a2 b3 a1)φ(h, a
†) (17)

+(b2 a3 b1 − a2 b3 b1)φ(h, a)

φ([l3, l1]Heis, l2) = (b3 a1 a2 − a3 b1 a2)φ(h, a
†) (18)

+(b3 a1 b2 − a3 b1 b2)φ(h, a)

and the Jacobi identity (5) for φ reduces to
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0 · φ(h , a† ) + 0 · φ(h , a ) = 0 (19)

which implies that φ(h , a† ) and φ(h , a ) are arbitrary complex numbers.

Since it does not appear in (19), φ(a , a† ) is also an arbitrary complex num-

ber. Therefore the, non–zero among generators, CE(Heis) commutation

relations have the form

[a , a† ]CE(Heis) = h + φ(a , a† )E (20)

[a , h ]CE(Heis) = φ(a , h )E (21)

[h , a† ]CE(Heis) = φ(h , a†)E (22)

where E is the, non–zero, central element. By skew-symmetry

φ(a† , h ) = −φ(h , a† ) ; φ(a† , a ) = −φ(a , a† ) ; φ(a , h ) = −φ(h , a ) (23)

and

φ(a , a ) = φ(a† , a† ) = φ(h , h ) = 0 (24)

By taking the adjoints of (20)-(22), assuming the involution conditions

(
a†

)∗
= a ; (a)

∗
= a† ; (h )

∗
= h ; (E )

∗
= E (25)

we find that

φ(a , a† ) = φ(a , a† ) = λ ∈ R (26)

and

φ(a , h) = φ(h , a†) = z̄ (27)

where

z = φ(h , a†) ∈ C (28)

If a central extension CE(Heis) of Heis is trivial then there exists a linear

complex-valued function f defined on Heis such that
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f([a , a† ]Heis) = λ (29)

f([a , h ]Heis) = z̄ (30)

f([h , a† ]Heis) = z (31)

Since [h , a† ]Heis = 0 and (for a linear f) f(0) = 0, by (31) we conclude

that z = 0.

Conversely, suppose that z = 0. Define a linear complex-valued function f

on Heis by

f
(
z1 h + z2 a

† + z3 a
)
= z1 λ (32)

where λ is as above and z1, z2, z3 ∈ C. Then

f([a , a† ]Heis) = f(1h + 0 a† + 0 a ) = λ = φ(a , a† ) (33)

f([a , h ]Heis) = f(0h + 0 a† + 0 a ) = 0 = z̄ = φ(a , h) (34)

f([h , a† ]Heis) = f(0h + 0 a† + 0 a ) = 0 = z = φ(h , a† ) (35)

which, by (6), implies that the central extension is trivial.

Thus, a central extension of Heis is trivial if and only if z = 0.

The centrally extended Heisenberg commutation relations (20)-(22) now

have the form

[a, a†]CE(Heis) = h+ λE ; [h, a† ]CE(Heis) = z E ; [a, h]Heis = z̄ E (36)

Renaming h+λE to just h we obtain the equivalent (canonical) CE(Heis)

commutation relations

[a, a†]CE(Heis) = h ; [h, a†]CE(Heis) = z E ; [a, h]CE(Heis) = z̄ E (37)

For z = 0 we recover the Heisenberg commutation relations (7). Commuta-

tion relations (37) define a nilpotent (thus solvable) four–dimensional ∗–Lie
algebra CE(Heis) with generators a, a†, h and E. Moreover, if we define p,

q and H by

a† = p+ i q ; a = p− i q ; H = −ih/2 (38)
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then p, q, E are self-adjoint, H is skew-adjoint, and {p, q, E,H} are the

generators of a real four-dimensional solvable ∗–Lie algebra with central

element E and commutation relations

[p, q] = H ; [q,H] = cE ; [H, p] = bE (39)

where b, c are (not simultaneously zero) real numbers given by

c =
Re z

2
, b =

Imz

2
(40)

Conversely, if p, q,H,E are the generators (with p, q, E self-adjoint and H

skew-adjoint) of a real four-dimensional solvable ∗–Lie algebra with central

element E and commutation relations (39) with b, c ∈ R not simultaneously

zero, then, defining z by (40), the operators a, a†, h defined by (38) and

E are the generators of the nontrivial central extension CE(Heis) of the

Heisenberg algebra defined by (37) and (25).

The real four–dimensional solvable Lie algebra generated by {p, q, E,H} can
be identified to the Lie algebra η4 (one of the fifteen classified real four–

dimensional solvable Lie algebras, see for example Ref. 4) with generators

e1, e2, e3, e4 and (non-zero) commutation relations among generators

[e4, e1] = e2 ; [e4, e2] = e3 (41)

This algebra has been studied by Feinsilver and Schott in Ref. 2.

3. Representations of CE(Heis)

The non–trivial central extensions of CE(Heis) (corresponding to z 6= 0)

can be realized as proper sub–algebras of the Schroedinger algebra, i.e. the

six–dimensional ∗–Lie algebra generated by b, b†, b2, b†
2
, b† b and 1 where

b†, b and 1 are the generators of a Boson Heisenberg algebra with

[b, b†] = 1 ; (b†)
∗
= b (42)

More precisely,

(i) If z ∈ C with Re z 6= 0, then for arbitrary ρ, r ∈ R with r 6= 0, letting
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a =

(
4 ρ Imz − r2

4Re z
+ i ρ

)
(b− b†)2 − i z̄

2 r
(b+ b†) (43)

a† =

(
4 ρ Imz − r2

4Re z
− i ρ

)
(b− b†)2 +

i z

2 r
(b+ b†) (44)

and

h = i r (b† − b) (45)

we find that the quadruple {a+, a, h, E = 1} satisfies commutation relations

(37) and duality relations (25) of CE(Heis).

(ii) If z ∈ C with Re z = 0, then for arbitrary ρ, r ∈ R with r 6= 0, letting

a =

(
ρ− i Im z

16 r2

)
(b− b†)2 + r (b+ b†) (46)

a† =

(
ρ+

i Im z

16 r2

)
(b− b†)2 + r (b+ b†) (47)

and

h =
i Im z

2 r
(b† − b) (48)

we find that the quadruple {a+, a, h, E = 1} satisfies commutation relations

(37) and duality relations (25) of CE(Heis).

Using the fact that for non-negative integers n, k

b†
n
bk y(ξ) = ξk

∂n

∂ ǫn
|ǫ=0 y(ξ + ǫ) (49)

where, for ξ ∈ C, y(ξ) = eξ b we may represent CE(Heis) on the Heisenberg

Fock space F defined as the Hilbert space completion of the linear span of

the exponential vectors {y(ξ) ; ξ ∈ C} with respect to the inner product

〈y(ξ), y(µ)〉 = eξ̄ µ (50)

We have that:

(i) If z ∈ C with Rez 6= 0 then
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a y(ξ) =
((

4 ρ Imz−r2

4Re z + i ρ
)
(ξ2 − 1)− i z̄

2 r ξ
)
y(ξ) (51)

+
((

4 ρ Imz−r2

4Re z + i ρ
)

∂2

∂ ǫ2 |ǫ=0 −
((

4 ρ Imz−r2

4Re z + i ρ
)
2 ξ + i z̄

2 r

)
∂
∂ ǫ |ǫ=0

)
y(ξ + ǫ)

a† y(ξ) =
((

4 ρ Imz−r2

4Re z − i ρ
)
(ξ2 − 1) + i z

2 r ξ
)
y(ξ) (52)

+
((

4 ρ Imz−r2

4Re z − i ρ
)

∂2

∂ ǫ2 |ǫ=0 −
((

4 ρ Imz−r2

4Re z − i ρ
)
2 ξ − i z

2 r

)
∂
∂ ǫ |ǫ=0

)
y(ξ + ǫ)

h y(ξ) = i r

(
∂

∂ ǫ
|ǫ=0 y(ξ + ǫ)− ξ y(ξ)

)
(53)

and

E y(ξ) = y(ξ) (54)

(ii) If z ∈ C with Re z = 0 then

a y(ξ) =
((
ρ− i Im z

16 r2

)
(ξ2 − 1) + r ξ

)
y(ξ) (55)

+
((

ρ− i Im z
16 r2

)
∂2

∂ ǫ2 |ǫ=0 +
(
r −

(
ρ− i Im z

16 r2

)
2 ξ

)
∂
∂ ǫ |ǫ=0

)
y(ξ + ǫ)

a† y(ξ) =
((
ρ+ i Im z

16 r2

)
(ξ2 − 1) + r ξ

)
y(ξ) (56)

+
((

ρ+ i Im z
16 r2

)
∂2

∂ ǫ2 |ǫ=0 +
(
r −

(
ρ+ i Im z

16 r2

)
2 ξ

)
∂
∂ ǫ |ǫ=0

)
y(ξ + ǫ)

h y(ξ) =
i Im z

2 r

(
∂

∂ ǫ
|ǫ=0 y(ξ + ǫ)− ξ y(ξ)

)
(57)

and

E y(ξ) = y(ξ) (58)
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4. Random variables associated with CE(Heis)

Self-adjoint operators X on the Heisenberg Fock space F correspond to

classical random variables with moment generating function 〈Φ, esX Φ〉 and
characteristic function 〈Φ, ei sX Φ〉, where s ∈ R and Φ is the Heisenberg

Fock space cyclic vacuum vector such that bΦ = 0.

Using the splitting (or disentanglement) formula

es (L b2+L b†
2−2L b† b−L+M b+N b†) Φ = ew1(s) b

†2

ew2(s) b
†
ew3(s) Φ (59)

where L ∈ R, M,N ∈ C, s ∈ R,

w1(s) =
Ls

2Ls+ 1
(60)

w2(s) =
L (M +N) s2 +N s

2Ls+ 1
(61)

and

w3(s) =
(M +N)2 (L2 s4 + 2Ls3) + 3M N s2

6 (2Ls+ 1)
− ln (2Ls+ 1)

2
(62)

we find that the moment generating function MGFX of the self-adjoint

operator

X = a+ a† + h (63)

where a, a†, h are three of the generators of CE(Heis), is

MGFX(s) = 〈Φ, es (a+a†+h) Φ〉 = (2Ls+ 1)−1/2 e
(M+N)2 (L2 s4+2L s3)+3M N s2

6 (2L s+1)

(64)

where s ∈ R is such that 2Ls+ 1 > 0.

Similarly, the characteristic function of X is

CFX(s) = 〈Φ, ei s (a+a†+h) Φ〉 = (2 i L s+1)−1/2 e
(M+N)2 (L2 s4−2 i L s3)−3M N s2

6 (2 i L s+1)

(65)

In both MGFX and CFX , in the notation of section 3:

(i) if Re z 6= 0 then
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L =
4 ρ Imz − r2

2Re z
(66)

M = −
(
Imz

r
+ i r

)
(67)

N = −
(
Imz

r
− i r

)
(68)

(ii) if Re z = 0 then

L = 2 ρ (69)

M = 2 r − i
Im z

2 r
(70)

N = 2 r + i
Im z

2 r
(71)

Notice that, if L = 0 (corresponding to ρ Imz > 0 and r2 = 4 ρ Imz in the

case when Re z 6= 0 and to ρ = 0 in the case when Re z = 0) then

MGFX(s) = e
M N s2

2 =




e

(
(Im z)2

2 r2
+ r2

2

)
s2

if Re z 6= 0

e

(
2 r2+

(Im z)2

8 r2

)
s2

if Re z = 0

(72)

which means that X is a Gaussian random variable.

For L 6= 0 the term (2Ls+ 1)−1/2 is the moment generating function of a

gamma random variable.

We may also represent CE(Heis) in terms of two independent CCR copies

as follows:

For j, k ∈ {1, 2} let [qj , pk] =
i
2 δj,k and [qj , qk] = [pj , pk] = 0 with p∗j = pj ,

q∗j = qj and i2 = −1.

(i) If z ∈ C with Re z 6= 0 and Imz 6= 0 then

a = i Re z q1 +
1

Re z
p21 − Imz p2 −

i

Im z
q22 (73)

a† = −i Re z q1 +
1

Re z
p21 − Imz p2 +

i

Im z
q22 (74)

h = −2 (p1 + q2) (75)
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and E = 1 satisfy the commutation relations (37) and the duality relations

(25) of CE(Heis).

(ii) If z ∈ C with Re z = 0 and Imz 6= 0 then for arbitrary r ∈ R and c ∈ C

a = c p21 − Imz p2 +

(
r − i

Im z

)
q22 (76)

a† = c̄ p21 − Imz p2 +

(
r +

i

Im z

)
q22 (77)

h = −2 q2 (78)

and E = 1 satisfy the commutation relations (37) and the duality relations

(25) of CE(Heis).

(iii) If z ∈ C with Re z 6= 0 and Imz = 0 then for arbitrary r ∈ R and

c ∈ C

a = i Re z q1 +

(
1

Re z
+ i r

)
p21 + c q22 (79)

a† = −i Re z q1 +

(
1

Re z
− i r

)
p21 + c̄ q22 (80)

h = −2 p1 (81)

and E = 1 satisfy the commutation relations (37) and the duality relations

(25) of CE(Heis).

We may take

q1 =
b1 + b†1

2
; p1 =

i (b†1 − b1)

2
(82)

and

q2 =
b2 + b†2

2
; p2 =

i (b†2 − b2)

2
(83)

where

[b1, b
†
1] = [b2, b

†
2] = 1 (84)

and

[b†1, b
†
2] = [b1, b2] = [b1, b

†
2] = [b†1, b2] = 0 (85)
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In that case, MGFX would be the product of the moment generating func-

tions of two independent random variables defined in terms of the generators

of two mutually commuting Schroedinger algebras.

5. The centrally extended Heisenberg group

For u, v, w, y ∈ C define

g(u, v, w, y) = eu a†
ev h ew aey E (86)

The family of operators of the form (86) is a group with group law given

by

g(α, β, γ, δ) g(A,B,C,D) = (87)

= g(α+A, β+B+γ A, γ+C,

(
γ A2

2
+ β A

)
z+

(
γ2 A

2
+ γ B

)
z̄+δ+D)

Restricting to u, v, w ∈ R and y ∈ C we obtain the centrally extended

Heisenberg group R3 × C endowed with the composition law:

(α, β, γ, δ) (A,B,C,D) = (88)

(
α+A, β +B + γ A, γ + C,

(
γ A2

2
+ β A

)
z +

(
γ2 A

2
+ γ B

)
z̄ + δ +D

)
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Overcompleteness relation.

1. Introduction

The original coherent states based on the Heisenberg-Weyl group has been

extended for a number of Lie groups with square integrable representa-

tions,3 and they have many applications in quantum mechanics.19 In par-
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ticular, they are used as bases of coherent states path integrals19 or dy-

namical wavepackets for describing the quantum systems in semiclassical

approximations.27 This framework has been given in a general and elegant

mathematical form through the work of Perelomov.32

Many definitions of coherent states exist. In this paper, we consider

the so-called Klauder-Gazeau type.18 The coherent state is defined as the

eigenstates of the annihilation operator A for each individual oscillator

mode of the electromagnetic field; namely, a system of coherent states is

defined to be a set Ω(z), z ∈ X of quantum states in some interacting Fock

space Γ,2,33 parameterized by some set X , such that:

(i) AΩ(z) = zΩ(z), ∀z ∈ X , (ii) the map z 7−→ Ω(z) is smooth, and (iii)

the system is overcomplete; i.e.
∫

X
|Ω(z)〉〈Ω(z)|ν(dz) = I. (1)

Physicists usually call property (1) completeness relation.

Let us stress that coherent states have two important properties. First,

they are not orthogonal to each other with respect to the positive measure

in (1). Second, they provide a resolution of the identity, i.e., they form an

overcomplete set of states in the interacting Fock space. In fact it is well

known that they form a highly overcomplete set in the sense that there

are much smaller subsets of coherent states which are also overcomplete.

Using them one can express an arbitrary state as a line integral of coherent

states.34

Our approach aims at generalizing the pioneering work of Bargmann10

for the usual harmonic oscillator. It is well-known that the classical Segal-

Bargmann transform in Gaussian analysis yields a unitary map of L2 space

of the Gaussian measure on R onto the space of L2 holomorphic functions of

the Gaussian measure on C, see Refs. 10, 17, 21. Later on, based on the work

by Accardi-Bożejko,1 Asai5 has extended the Segal-Bargmann transform

to non-Gaussian cases. The crucial point is the introduction of a coherent

vector as a kernel function in such a way that a transformed function, which

is a holomorphic function on a certain domain, becomes a power series

expression. Along this line, Asai-Kubo-Kuo8 have considered the case of the

Poisson measure compared with the case of the Gaussian measure. More

recently, Asai6,7 has constructed a Hilbert space of analytic L2 functions

with respect to a more general family and give examples including Laguerre,

Meixner and Meixner-Pollaczek polynomials.

The present paper is organized as follows. In Section 2, we consider the

Hilbert space of square integrable functions L2(R, µ) in which the normal-
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ized Lévy-Meixner polynomial system constitutes an orthonormal basis. Us-

ing the Poisson kernel, we define the generalized Fourier transform for this

system of polynomials, which allows introducing the position and momen-

tum operators. Then, considering the given L2-space as a realization of the

Fock space, the creation and annihilation operators can be standardly con-

structed. Together with the standard number operator in this Fock space,

they satisfy commutation relations that generalize the Heisenberg relations

and generate a Lie algebra that we naturally call the Lévy-Meixner oscil-

lator algebra A. In Section 3, we explicit an equivalent irreducible unitary

representation of A on the basis of an adapted one-mode interacting Fock

space. Sections 4 and 5 are devoted to the true subject of this paper.

We shall first define a class of nonlinear coherent vectors and we study

the associated Bargmann representations. Secondly, we shall derive their

overcompleteness relation. Finally, in Section 5, to illustrate our main re-

sults, we give a specific example of complex hypercontractivity property for

a Meixner class Hamiltonian.

2. The Lévy-Meixner oscillator algebra

Let µ be an infinity divisible distribution such that its Laplace transform

is given by

Lµ(x) =

∫

R

extµ(dt) = ef(x), (2)

where f is analytic in some neighborhood of zero with f(0) = 0. Suppose

that the generating function of the orthogonal polynomials
(
Pn

)∞
n=0

with

respect to µ has the following form :

Gµ(x, t) =
∞∑

n=0

tn

n!
Pn(x) := exp

{
xρ(t)− f(ρ(t))

}
, (3)

where ρ is analytic in some neighborhood of zero with ρ(0) = 0 and ρ′(0) = 1

and f is a Laplace exponent satisfying Eq. (2). By a multiplicative renor-

malization procedure (as in Ref. 9), Gµ(x, t) is a generating function of or-

thogonal polynomials if and only if there exists a function Ψ with Ψ(0) = 0

which is analytic in some neighborhood of zero, such that

f(ρ(t) + ρ(s))− f(ρ(t))− f(ρ(s)) = Ψ(st), (4)

we call the function Ψ interaction exponent of µ. Moreover, there exists two

constants β, γ ∈ R+ such that the family of polynomials (Pn)n≥0 satisfies

the recurrence formula (see Ref. 25)

xPn(x) = Pn+1(x) + υnPn(x) + ωnPn−1(x), (5)
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with

υn = c1 + γn , ωn = n(c2 + β(n− 1)), (6)

where c1 = f ′(0) and c2 = f ′′(0). The family {Pn}n∈N is called the Lévy-

Meixner polynomials. The measure µ satisfying condition (4) will be re-

ferred to us the Lévy-Meixner distribution. In general, the function Ψ only

has two forms:

1. Ψ(t) = c2t, for β = 0;

2. Ψ(t) = − c2
β ln(1− βt) for β > 0,

where for 1. includes the distributions of Gaussian and Poisson, and 2. is

in the case of distributions of Meixner’s type including the gamma, Pascal

and Meixner ones. For more details see Ref. 25.

Now we will suppose that β > 0, then from the Favard theorem,16 one

can easily obtain

‖Pn‖2L2(R,µ) = βnn!
(c2
β

)
n
. (7)

Denote Q0(x) = 1 and

Qn(x) =

[
βnn!

(c2
β

)
n

]−1/2

Pn(x). (8)

Then {Qn(x)}∞n=0 is a complete orthonormal system in L2(µ) and the re-

currence relation (5) becomes

xQn = ΛnQn+1 + υnQn + Λn−1Qn−1, n ≥ 1 (9)

with

Λn = [ωn+1]
1/2

, n ≥ 0. (10)

The relation (9) indicates a manner by which the position operator X, on

L2(µ), acts on the elements of the basis {Qn}∞n=0 :

(XQn)(x) := xQn(x) = ΛnQn+1 + υnQn + Λn−1Qn−1, n ≥ 0. (11)

Now we want to define the momentum operator P on L2(µ). For this

end, we do with the classical picture using the Poisson kernel. The Poisson

kernel κ on L2(µ)⊗ L2(µ) is defined by

κz(x, y) :=
∞∑

n=0

znQn(x)Qn(y), z ∈ C.
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We define the integral operator Kz on L2(µ) by

(Kzφ)(y) :=

∫

R

κz(x, y)φ(x)µ(dx).

It is noteworthy that Ki is a unitary operator on L2(µ) and

[Ki]
−1 = [Ki]

∗ = K−i. (12)

The unitary operators Ki and K−i are called the generalized Fourier trans-

form and inverse Fourier transform, respectively. We shall denote Ki simply

by K.

We define the momentum operator P on L2(µ) by

P = K−1
XK.

The energy operator is then defined by

H = (X− υN )2 + (P− υN )2, (13)

where υN is given by

υNQn = υnQn.

Proposition 2.1. The operators X,P and H acts on the basis element of

L2(µ) by

(i) XQn = ΛnQn+1 + υnQn + Λn−1Qn−1

(ii) PQn = −iΛnQn+1 + υnQn + iΛn−1Qn−1

(iii)

HQn = εnQn with εn = 4βn2 + c2(4n+ 2). (14)

Proof. The statement (i) follows from the definition of X. We easily verify

that

K(z)Qn = znQn, z ∈ C, n ≥ 0.

Thus, by using (12), one calculate

PQn = K−1 [X(inQn)]

= inK−1 [ΛnQn+1 + υnQn + Λn−1Qn−1]

= in[(−i)n+1ΛnQn+1 + (−i)nυnQn + (−i)n−1Λn−1Qn−1]

= −iΛnQn+1 + υnQn + iΛn−1Qn−1.
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This prove (ii). The identity (iii) follows immediately from (i), (ii) and

(13).

It is noteworthy that relation (14) tells us that the basis vectors are

eigenfunctions of the self-adjoint operator H.

Definition 2.1. The creation and annihilation operators are defined as

follows

a† =
1

2

(
X+ iP− (1 + i)υN

)

a =
1

2

(
X− iP− (1− i)υN

)
.

Proposition 2.2.
(
a†
)∗

= a, a†Qn = ΛnQn+1, aQn = Λn−1Qn−1;

[a, a†] = 2βn+ c2i ; (15)

[n, a†] = a†, [n, a] = −a , (16)

where n is the standard number operator acting on basis vectors by

nQn = nQn, n ≥ 0,

and i is the identity operator on L2(µ).

Proof. A straightforward verification.

Definition 2.2. The Lie algebra generated by the operators a†, a,n, i with
commutation relations (15) and (16) is called the Lévy-Meixner oscillator

and will be denoted A.

3. One-mode interacting Fock space representation of the

Lévy-Meixner oscillator

In this Section we shall give a unitary equivalent irreducible Fock repre-

sentation of the algebra A. Let us consider the Hilbert space K to be the

complex numbers which, in physical language, corresponds to a 1-particle

space in zero space-time dimension. In this case, for each n ∈ N, also K⊗n is

1-dimensional, so we identify it to the multiples of a number vector denoted

by Φ+n. The pre-scalar product on K⊗n can only have the form:

〈z, w〉⊗n := λnzw, z, w ∈ C (17)
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where the λn’s are positive numbers.

According to our setting, we define the sequence λ = {λn}∞n=0 by

λn := ω0ω1 · · ·ωn, n ≥ 0.

From (7), λn can be rewritten explicitly

λn = βnn!
(c2
β

)
n
, n ∈ N. (18)

Definition 3.1. The Lévy-Meixner one-mode interacting Fock space, de-

noted Γ
LM

, is the Hilbert space given by taking quotient and completing

the orthogonal direct sum

∞⊕

n=0

(H⊗n, 〈·, ·〉⊗n,LM
)

where 〈·, ·〉⊗n,LM
= 〈·, ·〉⊗n with the choice (18).

Denote Φ0 = Φ+(0) the vacuum vector and for any n ≥ 1,Φn = Φ+(n).

For Φ =
∞∑

n=0

anΦn,Ψ =
∞∑

n=0

bnΨn in Γ
LM

, we have

〈Φ,Ψ〉Γ
LM

=
∞∑

n=0

λnanbn. (19)

The creation operator is the densely defined operator A† on Γ
LM

satisfying

A† : Φn 7−→ Φn+1, n ≥ 0. (20)

The annihilation A is given, according to the scalar product (19), as the

adjoint of A†, by AΦ0 = 0 and

AΦn+1 =
λn+1

λn
Φn, n ≥ 0. (21)

Hence, for any n ≥ 0 we have

AA†(Φn) =
λn+1

λn
Φn, A†A(Φn) =

λn

λn−1
Φn (22)

and the following relations arise

AA† =
λN+I

λN
, A†A =

λN

λN−I

where I is the identity operator on Γ
LM

and N is the number operator

satisfying NΦn = nΦn, n ≥ 0, and the right hand side of (22) is uniquely

determined by the spectral theorem.
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Proposition 3.1. The Lie algebra B generated by A†, A,N, I gives rise to a

unitary equivalent irreducible representation of the Lévy-Meixner oscillator

algebra A.

Proof. From the relations (18) and (22) we read, for any n ≥ 0,

[A†, A]Φn =

[
λn+1

λn
− λn

λn−1

]
Φn

= [ωn+1 − ωn]Φn

= [2βN + c2I]Φn.

In a similar way we found

[N,A†]Φn = A†Φn, [N,A]Φn = −AΦn.

The irreducibility property is obvious from the completeness of the family

{Φn}∞n=0 in Γ
LM

.

As it is expected, we want the Fock space representation of the Lévy-

Meixner oscillator to be unitary equivalent to the one in the L2(µ)-space.

This question is answered by Accardi-Bożejko isomorphism.1

Now we state the result of Accardi and Bożejko : there exists a unitary

isomorphism U
LM

: Γ
LM

−→ L2(µ) satisfying the following relations:

(1) U
LM

Φ0 = 1;

(2) U
LM

A†U−1
LM

Qn = ΛnQn+1;

(3) U
LM

(
A+ υN +A†

)
U−1

LM
Qn = xQn.

From the above relations (1)−(3) we observe that Accardi-Bożejko isomor-

phism is uniquely determined by the correspondences

Φ0 7−→ Q0, Φn 7−→ (Λ0Λ1 · · ·Λn−1)Qn, n ≥ 1. (23)

Moreover, the unitary equivalence between the two representation of the

Lévy-Meixner oscillator is obtained thought the formula

U
LM

A†U−1
LM

= a†, U
LM

AU−1
LM

= a, U
LM

NU−1
LM

= n.

4. Lévy-Meixner Coherent states

As indicated in the introduction, we consider in this paper, the Klauder-

Gazeau type coherent states, Ω(z), which are considered to satisfy the fol-

lowing conditions:
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(1) For any z,Ω(z) is an eigenvector of A, i.e., AΩ(z) = zΩ(z).

(2) normalization, i.e., for any z ∈ C, ‖Ω(z)‖Γ
LM

= 1;

(3) Continuity with respect to the complex number z;

(4) Overcompleteness, i.e., there exists a positive function W for which we

have the resolution of identity
∫

C

∣∣Ω(z) 〉〈Ω(z)
∣∣W(|z|2)dz = I,

where for vectors u, v, x, the one-rank projection |u〉〈v| is defined by

|u〉〈v| := 〈v, x〉u.

4.1. Bargmann space and holomorphic representation

Let ν be an absolutely continuous measure on C with continuous Radom-

Nikodym derivative

W(|z|2) = ν(dz)

dz
,

where dz is the Lebesgue measure on C. Our basis Hilbert space is the

space H(C) ∩ L2(ν), i.e., the space of square integrable analytic functions.

(H(C) is the Fréchet space of all analytic functions in C). Clearly the space

H(C) ∩ L2(ν) is a closed subspace of L2(ν).

In the remainder of this subsection, we make the following assumption

on ν

〈zn, zm〉L2(ν) = λnδn,m, ∀n,m = 0, 1, 2, · · · (24)

Later on, we shall delve a little more in detailed study of the existence of

such positive measure ν with condition (24).

Under the assumption (24), we denote HL2(C, ν) the Hilbert space

H(C) ∩ L2(ν). HL2(C, ν) is the (weighted) Bargmann space associated to

the measure ν. It is easily seen that {λ−1/2
n zn}∞n=0 is a complete orthonor-

mal basis for HL2(C, ν). Therefore, the reproducing kernel is

K(z, w) =
∞∑

n=0

znwn

‖zn‖2HL2(ν)

=
∞∑

n=0

znwn

λn
(25)

with

L(|z|2) := K(z, z) =
∞∑

n=0

|z|2n
λn

< ∞, ∀z ∈ C. (26)
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Hence, the space HL2(C, ν) is given by

HL2(C, ν) =

{
F (z) =

∞∑

n=0

anz
n, F analytic on C and

∞∑

n=0

λn|an|2 < ∞
}

The map

S : Φn ∈ Γ
LM

−→ zn ∈ HL2(C, ν)

can be uniquely extended to a unitary isomorphism. Moreover, the Lie

algebra generated by SA†S−1, SAS−1 and SNS−1 gives rise to a unitary

equivalent irreducible representation of the Lévy-Meixner oscillator algebra

A. This representation is called Bargmann (or holomorphic) representation

of the Lévy-Meixner oscillator algebra.

4.2. The coherent vectors Ωz

Theorem 4.1. The family of Lévy-Meixner coherent vectors Ω(z) is given

by

Ω(z) =
[
L(|z|2)

]−1/2
∞∑

n=0

zn

λn
Φn, z ∈ C,

where L is defined in (26).

Proof. For z ∈ C, let Ω(z) =
∞∑

n=0

anΦn. By using (21), we have

AΩ(z) =
∞∑

n=0

anAΦn

=
∞∑

n=0

an
λn

λn−1
Φn−1

=
∞∑

n=0

an+1
λn+1

λn
Φn.

From the equality AΩ(z) = zΩ(z), we get

an+1 = z
λn

λn+1
an, ∀n ≥ 0.

Hence, since λ0 = 1, we have

an = a0
zn

λn
, (λ0 = 1)
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and therefore

Ω(z) = a0

∞∑

n=0

zn

λn
Φn.

By the normalization property of Ω(z), we shall choose a0 ∈ C in such a

way that

1 = 〈Ω(z),Ω(z)〉Γ
LM

= |a0|2
∞∑

n=0

|z|2n
λn

= |a0|2L(|z|2).

which gives |a0| = [L(|z|2)]−1/2. In conclusion, the eigenvectors of A are

Ω(z) =
[
L(|z|2)

]−1/2
∞∑

n=0

zn

λn
Φn, z ∈ C,

as desired.

Through Accardi-Bożejko isomorphism (23) one can define the Lévy-

Meixner coherent vectors Ω(z;x) in L2(µ) :

Ω(z;x) =
[
L(|z|2)

]−1/2
∞∑

n=0

zn√
λn

Qn(x), x ∈ R, z ∈ C. (27)

In the following, for future use, we give representation of Ω(z;x) in terms

of modified Bessel functions. Let us remember, that the modified Bessel

function of the first kind and parameter γ > −1 is given by

Iγ(2
√
x) := x

1
2γ

∞∑

n=0

xn

n!Γ(n+ γ + 1)
.

Theorem 4.2. In L2(µ), the Lévy-Meixner coherent vectors has the fol-

lowing integral representation

Ω(z;x) =

√
Γ( c2β )

2iπ

[( |z|2
β

)− β−c2
2β

I c2
β
−1

(
2
|z|√
β

)]−1/2

×
∫ 0

−∞
u− c2

β exp

{
u+ xρ

( z

βu

)
− f ◦ ρ

( z

βu

)}
du.

(28)
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Proof. It then follows, from (26),

L(|z|2) =
∞∑

n=0

1

( c2β )n

( |z|
2

β )n

n!

= Γ( c2β )
∞∑

n=0

1

n!Γ( c2β + n)

( |z|2
β

)n

= Γ( c2β )
(

|z|2
β

) β−c2
2β

I c2
β
−1

(
2√
β
|z|

)
.

(29)

On the other hand, Eq. (3) yields

∞∑

n=0

zn

λn
Pn(x) = Γ( c2β )

∞∑

n=0

znPn(x)

βnn!Γ( c2β + n)

=
Γ( c2β )

2iπ

∫ 0

−∞
euu− c2

β

∞∑

n=0

Pn(x)

n!

(
z

βu

)n

du

=
Γ( c2β + 1)

2iπ

∫ 0

−∞
u− c2

β exp

{
u+ xρ

( z

βu

)
− f ◦ ρ

( z

βu

)}
du.

This gives the statement.

4.3. Overcompletness of the Lévy-Meixner coherent vectors

Now we shall investigate the assumption (24) in section 4.1. This is equiv-

alent to problem of constructing a positive measure ν(dz) = W(|z|2)dz in

the partition of unity

∫

C

|Ωz〉〈Ωz|ν(dz) =
∞∑

n=0

∣∣∣∣
Φn√
λn

〉〈 Φn√
λn

∣∣∣∣. (30)

For z ∈ C, write z = reiθ with r ∈ R+ and 0 ≤ θ ≤ 2π, then

∞∑

n=0

∣∣∣∣
Φn√
λn

〉〈 Φn√
λn

∣∣∣∣ =
∫

C

∣∣W(|z|2)Ωz〉〈Ωz

∣∣ dz

=
∞∑

n,m=0

{ 1

λnλm

∫ +∞

0

(W(r2)

L(r2)

)
rn+md(r2)

×
∫ 2π

0

eiθ(n−m)dθ
}
|Φn〉〈Φm|

=
∞∑

n=0

{
2π

λn

∫ +∞

0

xn

(W(x)

L(x)

)
dx

} ∣∣∣∣
Φn√
λn

〉〈 Φn√
λn

∣∣∣∣
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where we marked the change of variable x = r2. Put V (x) = W(x)
L(x) , one can

deduce that the overcompleteness of the family of Lévy-Meixner coherent

vectors is equivalent to the classical moment problem :
∫ +∞

0

xnV (x)dx =
1

2π
λn, n = 0, 1, 2, · · · (31)

To state theorem 4.3, we prepare the so-called modified Bessel function Kr

given by

Kr(x) =
π

2 sin(πr)

(
I−r(x)− Ir(x)

)
, 0 < r < 1.

Theorem 4.3. If 1 < c2
β < 2, the measure ν in partition of unity satisfied

by the Lévy-Meixner coherent vectors {Ωz}z∈C is given by

dν(z) =
1

βπ
I c2

β
−1

( 2√
β
|z|

)
K c2

β
−1

( 2√
β
|z|

)
dz.

Proof. In view of (18) we rewrite (31) as

∫ +∞

0

xnV (x)dx =
1

2π
βnn!

(c2
β

)
n
.

Since we have the formula

n!(γ)n =
2

Γ(γ)

∫ +∞

0

xn+ γ−1
2 Kγ−1(2

√
x)dx

(see p. 193 in Ref. 23), then we get

∫ +∞

0

xnV (x)dx =
βn

πΓ( c2β )

∫ +∞

0

xnx
c2−β

2β K c2
β
−1(2

√
x)dx

=
1

βπΓ( c2β )

∫ +∞

0

xn
(x
β

) c2−β

2β

K c2
β
−1

(
2

√
x

β

)
dx.

Thus we deduce that V is uniquely given by

V (x) =
1

βπΓ( c2β )

(x
β

) c2−β

2β

K c2
β
−1

(
2

√
x

β

)
.

Finally, we obtain

W(|z|2) = V (|z|2)L(|z|2)
=

1

βπ
I c2

β
−1

( 2√
β
|z|

)
K c2

β
−1

( 2√
β
|z|

)
.

This gives the statement.
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Remark 4.1. If we choose β = 1 and c2 = α ∈]1, 2[, then the measure

να := ν in partition of unity satisfied by the Gamma, Meixner and Pascal

coherent vectors {Ωz}z∈C is given by

να(dz) =
1

π
Iα−1(2|z|)Kα−1

(
2|z|

)
dz.

5. Complex Hypercontractivity for the Meixner class

The quantum mechanical harmonic oscillator is essentially the Weyl repre-

sentation of the Lie algebra associated to the Euclidean motion group. In

Fock-Bargmann model, it can be described by the quadruple10

{HL2(C, ̺), ∂, ∂†, H}

where

HL2(C, ̺) =
{
f : C → C, holomorphic, ‖f‖2 :=

(∫

C

|f(z)|2̺(dz)
)1/2

< ∞
}
,

∂f(z) =
∂

∂z
f(z), ∂†f(z) = zf(z), Hf(z) = z

∂

∂z
f(z),

and ̺(dz) = 1
π e

−zzdz is the complex one-dimensional Gaussian measure.

They satisfy the canonical commutation relations (CCR)

[∂, ∂†] = I, [∂, I] = 0, [∂†, I] = 0 (32)

and Wigner commutation relations (WCR)

[H, ∂] = −∂, [H, ∂†] = ∂†. (33)

The Hamiltonian H = ∂†∂ = z ∂
∂z is diagonalized by the orthonormal ba-

sis { 1√
n!

zn}∞n=0 and has spectrum {0, 1, 2, · · · }. It is remarkable that the

semigroup {Tt := e−tH , t ≥ 0} enjoys the following hypercontractivity

property: for t satisfying e−2t ≤ p
q , Tt is a contraction from HLp(C, ̺) to

HLq(C, ̺), where, for an integer p ≥ 1, HLp(C, ̺) is the Banach space de-

fined by

HLp(C, ̺) =
{
f : C → C, holomorphic, ‖f‖p :=

(∫

C

|f(z)|p̺(dz)
)1/p

< ∞
}
.
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This hypercontractivity plays an important role in the study of the Boson

fields theory.22

For p ≥ 1, let

HLp(C, να) =
{
f : C → C, holomorphic, ‖f‖p :=

(∫

C

|f(z)|pνα(dz)
)1/p

< ∞
}
,

then HLp(C, να) is a Banach space and HL2(C, να) is a reproducing kernel

Hilbert space with kernel given by (26). Recall that an orthonormal basis

for HL2(C, να) is
{
ψn,α := (λn)

−1/2
zn, n ≥ 0

}
.

The most important non compact non-Abelian group is the pseudounitary

group SU(1, 1) defined by

SU(1, 1) =

{
A =

(
a b

b a

)
: |a|2 − |b|2 = 1

}
.

We recall that the derived Lie algebra of SU(1, 1) is realized on HL2(C, να)

as

B+ = z, B− = z
∂2

∂z2
+ α

∂

∂z
, M = z

∂

∂z
+

α

2
.

Here B+, B− and M are understood as creation, annihilation and neutral

operators. It is noteworthy that B+ and B− are mutually adjoint and the

following commutation relations hold :

[B+, B−] = 2M, [M,B+] = B+, [M,B−] = −B−.

Accordingly {HL2(Cν), B−, B+,M} may be viewed as the Lévy-Meixner

harmonic oscillator on C. It is noteworthy that {B−, B+} does not satisfy

the CCR (32), while {B−, B+,M} satisfy the WCR (33).

In the present context, the Hamiltonian is defined by

Hα = B+B− = αz
∂

∂z
+ z2

∂2

∂z2
.

By direct computation, we have

Hαψn,α = ωnψn,α, n = 0, 1, 2, · · ·

where ωn = n(α + n − 1) is the Jacobi parameter of the Meixner class

defined in (6).
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Let Tα = {Tα,t = e−tHα , t > 0} be the semigroup generated by Hα.

Motivated by the applications indicated in Ref. 22 we prove the following

theorem.

Theorem 5.1. If e−(α−1)t ≤ 2−1/2, then Tα,t is a contraction from

HL2(C, να) to HL4(C, να).

Proof. Recall that
{
ψn,α = (λn)

−1/2zn; n ≥ 0
}

is an orthonormal basis

for HL2(C, να). Moreover, clearly Tα,tψn,α = e−n(n+α−1)tψn,α. Then, for

f(z) =
∞∑

n=0

γnψn,α ∈ HL2(C, να), we have

(Tα,tf) (z) =
∞∑

n=0

γne
−n(n+α−1)tψn,α.

Therefore, one can estimate

‖Tα,tf‖44 =

∫

C

|(Tα,tf) (z)|4 ν(dz) =
∫

C

(
(Tα,tf) (z)(Tα,tf) (z)

)2

να(dz)

=

∫

C

{ ∞∑

n1=0

∞∑

n2=0

e−(n2
1+n2

2)te−(α−1)t(n1+n2)γn1
γn2ψn1,αψn2,α

}2

να(dz)

=

∫

C

∞∑

n1,n2,n3,n4=0

e−t(
∑4

k=1 n2
k)e−(α−1)t(

∑4
k=1 nk)γn1γn2γn3γn4

× ψn1,αψn2,αψn3,αψn4,ανα(dz)

=

∫

C

∞∑

n1,n2,n3,n4=0

e−t(
∑4

k=1 n2
k)e−(α−1)t(

∑4
k=1 nk)γn1γn2γn3γn4

× (λn1
λn2

λn3
λn4

)
−1/2

z(n1+n2)(z)(n3+n4)να(dz)

≤
∞∑

n=0

e−2(α−1)tn
∑

n1+n2=n

∑

n3+n4=n

γn1γn2γn3γn4

× (λn1λn2λn3λn4)
−1/2

λne
−t(n2

1+n2
2)
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=
∞∑

n=0

e−2(α−1)tn

∣∣∣∣∣∣
∑

n1+n2=n

γn1
γn2

(
λne

−t(n2
1+n2

2)

λn1
λn2

)1/2
∣∣∣∣∣∣

2

≤
∞∑

n=0

(
1

2

)n
{ ∑

n1+n2=n

n!

n1! n2!

(
e−t(n2

1+n2
2)Γ(n+ α)Γ(α)

Γ(n1 + α)Γ(n2 + α)

)

×
( ∑

n1+n2=n

|γn1γn2 |2
)}

≤
∞∑

n=0

( ∑

n1+n2=n

n!

n1! n2!

(
1

2

)n1
(
1

2

)n2
)( ∑

n1+n2=n

|γn1γn2 |2
)

= ‖f‖42.

This complete the proof.
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1. Introduction

First we review the Fock space of (ordinary) white noise functionals:

(L2) = ⊕∞
n=0Hn,

where (L2) is the complex Hilbert space involving square integrable func-

tionals of white noise, i.e. L2(E∗, µ), where the measure µ is the probability

distribution of white noise Ḃ(t), t ∈ R, that is the white noise measure. It

is given on the space E∗ of generalized functions on R.

The subspace Hn is the collection of homogeneous chaos in the sense of

N. Wiener or that of multiple Wiener integrals in the sense of K. Itô, both

are of degree n.

It is well-known that the space Hn is isomorphic to L̂2(Rn), the sym-

metrized space of L2(Rn) up to the constant
√
n!:

Hn
∼= L̂2(Rn).

Such an isomorphism can be realized by the so-called S-transform de-

fined as follows: for ϕ(x) ∈ (L2),
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S(ϕ)(ξ) = C(ξ)

∫
exp[〈x, ξ〉]ϕ(x)dµ(x),

where C(ξ) is the characteristic functional of the white noise measure, the

exact value is

C(ξ) = exp[−1

2
‖ξ‖2].

See e.g. Refs. 3 and 5.

There can be a restriction of this isomorphism by introducing a stronger

topology in such a way that

K̂(n+1)/2(Rn) ∼= H(n)
n ,

where we use the notation K̂m(Rn) to denote the symmetric Sobolev space

over Rn of degree m which can be positive or negative).

Then, we take the dual space of both sides of this isomorphism based

on symmetric L̂2(Rn) and Hn, respectively. We can define H
(−n)
n the space

of generalized white noise functionals of degree n by the following isomor-

phism:

K̂−(n+1)/2(Rn) ∼= H(−n)
n

up to
√
n!.

Finally, with a suitable choice of a positive increasing sequence cn, we

have the test functional space

(L2)+ = ⊕cnH
(n)
n

and its dual space

(L2)− = ⊕c−1
n H(−n)

n ,

which is called the space of generalized white noise functionals.

In this note we shall discuss various kind of dualities that exist among

subspaces of (L2)−.

We have established in Ref. 5, Chapter 2, the structure of H
(−1)
1 , where

we have given the identity to the white noise Ḃ(t) (or its sample function

x(t) with x ∈ E∗). The space H(−1)
1 is spanned by the Ḃ(t)’s and each Ḃ(t)

is taken to be the variables of generalized white noise functionals. This fact

can be a basic notion in what we are going to discuss in this note.
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2. Le passage du fini à l’infinit

2.1. Finite dimensional approximations

We often use finite dimensional approximation to Brownian motion B(t)

or to white noise Ḃ(t). There are, of course, many methods of approxi-

mations, and the choice of the method is crucial in our case, where we

are interested in the stochastic analysis which is essentially infinite dimen-

sional. We propose a method that comes from Lévy’s method which uses

successive interpolation so that uniformity in time t is taken into account.

Indeed, the method is naive, but it meets exactly with our claim.

Actual method is as follows.

Construction of a Brownian motion (white noise).

We emphasize the significance of the Lévy construction of a Brownian

motion which is done by successive interpolations. We follow the follow-

ing steps. Prepare standard Gaussian i.i.d. (independent identically dis-

tributed) random variables {Yn = Yn(ω), ω ∈ Ω, n ≥ 1} on a probability

space (Ω,B, P ). Start with {X1(t)} given by

X1(t) = tY1. (1)

The sequence of processes {Xn(t), t ∈ [0, 1]} is formed by induction.

Let Tn be the set of binary numbers k/2n−1, k = 0, 1, 2, · · · , 2n−1, and set

T0 = ∪n≥1Tn. Assume that Xj(t) = Xj(t, ω), j ≤ n, are defined. Then, we

set

Xn+1(t) =




Xn(t), t ∈ Tn,

Xn(t+ 2−n) +Xn(t− 2−n)

2
+ 2−

n
2 Yk, t ∈ Tn+1 − Tn,

k = k(t) = 2n−1 + 2nt+1
2 ,

(k + 1− 2nt)Xn+1(k2
−n) + (2nt− k)Xn+1((k + 1)2−n),

t ∈ [k2−n, (k + 1)2−n],

(2)

where ω is omitted.

We now claim

Theorem 2.1. i) The sequence Xn(t), n ≥ 1, is consistent and that the
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uniform L2-limit of the Xn(t) exists. The limit is denoted by X̃(t), which

is a Brownian motion.

ii) The time derivative X ′
n(t) converges to a white noise in H

(−1)
1 .

Proof is easy and is omitted.

As was mentioned before, this method of approximation is significant in

many ways. For instance, the approximation is uniform in t, and is consis-

tent in the sense that it is getting finer and finer as n → ∞ and the σ-field

associated to Xn(t) is strictly monotone increasing. Intuitively speaking,

the system is like a martingale depending on n.

We can see that this property is realized in Ref. 9.

2.2. Infinite dimensional rotation group

Take a suitable nuclear space E and let O(E) be the collection of linear

isomorphisms of E which are orthogonal in L2(R1). It is topologized by

the compact-open topology and call it rotation group of E, or if E is not

specified, it is called infinite dimensional rotation grloup.

Let g∗ be the adjoint of g ∈ O(E), Each g∗ is a µ measure preserving

transformation acting on E∗.

Thus, our white noise analysis can be viewed as the harmonic analysis

arising from the infinite dimensional rotation group.

The figures illustrate that the harmonic analysis can be, in some parts,

approximated by finite dimensional analysis; on the other hand, there are

places where essentially infinite dimensional and in fact, they can not be

well approximated by finite dimensional subjects.

3. Quadratic functionals of white noise

We are ready to discuss nonlinear functions (actually functionals) of the

Ḃ(t). We claim that, among others, the subspace H
(−2)
2 involving quadratic

generalized white noise functionals is particularly important. We have the

isomorphism

H
(−2)
2

∼= K̂−3/2(R2).
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More explicitly, for ϕ ∈ H
(−2)
2 we find a function F (u, v) in the space

K̂−3/2(R2) to have a representation

ϕ(Ḃ) =

∫
F (u, v) : Ḃ(u)Ḃ(v) : dudv.

We shall classify those quadratic functionals according to the analytic

properties of the kernel.

We therefore start with a quadratic form in the elementary theory of

linear algebra. A quadratic form Q(x), x = (x1, · · · , xn) ∈ Rn, is expressed

in the form:

Q(x) =
∑

aj,kxjxk.

It is significant to decompose Q(x) into a sum of Q1(x) and Q2(x):

Q(x) = Q1(x) +Q2(x),

where

Q1(x) =
∑

ajx
2
j , and Q2(x) =

∑

j 6=k

aj,kxjxk.

Taking the idea of passage to infinity, we can consider how to discrim-

inate these two terms. Note that the xj ’s are equally weighted variables

since they are coordinates of finite or infinite dimensional vector space. We

shall now make some quite elementary but important observations.

i) Suppose xi’s are mutually independent and subject to the standard

Gaussian distribution N(0, 1). If both are infinite sum, in order that Q1(x)

be convergent, the coefficients aj ’s should be of trace class. But for Q2(x)

the coefficients aj,k should be square summable. In short, the way of con-

vergence is strictly different.

ii) As for the analytic property, any partial sum of Q2(x) is harmonic,

while each term of Q1(x) is not.

iii) Start with a Brownian motion B(t), t ∈ [0, 1]. Consider an approxi-

mation to white noise Ḃ(t), t ∈ [0, 1] by taking
∆jB(t)

∆j
for xj . Let |∆j | tend

to 0. Then, each term of Q1 needs (additive) renormalization, but the trick

is unnecessary for Q2.
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With the notes mentioned above we now come to the expression of

generalized quadratic functionals of white noise, namely representation of

quadratic functionals ϕ(Ḃ) ∈ H
(−2)
2 . It is expressed in the form

ϕ(Ḃ) =

∫ ∫
F (u, v) : Ḃ(u)Ḃ(v) : dudv,

where F ∈ K̂−3/2(R2).

Applying the S-transform we have the U -functional of the form

U(ξ) =

∫ ∫
F (u, v)ξ(u)ξ(v)dudv,

which is a quadratic form of ξ.

We now remind the entire functionals of the second order due to P. Lévy

(see Ref. 11 Part I, Chapter 3). He focuses his attention to the normal form,

which is expressible as

U(ξ) =

∫ ∫
f(u, v)ξ(u)ξ(v)dudv +

∫
g(t)ξ(t)2dt.

We tacitly assume suitable conditions posed on f and g.

If we understand in our notation, the generalized function F , which

is in the Sobolev space, is chosen with a restriction that a singularity is

involved only on the diagonal. Namely, we may understand that g(u) can

be considered as g(u+v
2 )δ(u− v). Note that singularity does appear on the

diagonal.

We are now in a position to remind the observations noted in i), ii)

and iii) made just above. If we are permitted to say rather formally, the

quadratic form Q(x), which is divided into Q1(x) and Q2(x), goes to the

Lévy’s formula for normal functionals as the dimension of the vector x tends

to infinity.

We understand that Q1(ξ) =
∫
g(t)ξ(t)2dt is in the domain of the Lévy

Laplacian and the same for Q2(ξ) =
∫ ∫

f(u, v)ξ(u)ξ(v)dudv, in addition,

it is always harmonic.

There may arise a question. Why is a H
(−2)
2 -functional having off-

diagonal singularities of the kernel F (u, v) not so important? There is an

answer which is just simple; it is not in the domain of the Laplacian.
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Remark. It is natural to ask what is the role of quadratic functional that

has singularity is off diagonal. For example
∫

g(u)Ḃ(u)Ḃ(u+ 1)du.

It is easy to see that the second order functional derivative does not exist,

so that it is not in the domain of the Laplacian.

Taking the regularity of the functions in the Sobolev space into account,

we take the order -3/2, which is important. We can now prove

Theorem 3.1. If an H
(−3/2)
2 -functional is in the domain of the Lévy Lapla-

cian, then it is a normal functional in the sense of P. Lévy.

For a higher chaos degree, say n, the Sobolev space order is taken to be

−n+1
2 . We shall see this choice in Section 5 for n = 3.

4. Duality in the space of quadratic generalized functionals

We can establish an identity of the renormalized square : Ḃ(t)2 : of white

noise, as we did in the case of Ḃ(t) in H
(−1)
1 (see § 2.6 in Ref. 5).

Having done this, we can now introduce a subspace L∗
2 spanned by

quadratic normal functionals of the Ḃ(t)’s. More precisely,

L∗
2 =

{∫
g(u) : Ḃ(u)2 : du; g ∈ K−1(R1)

}
.

It should be noted that the function g above may be regarded as the

restriction of a function f in K̂−3/2(R2) down to the diagonal line of R2.

There the trace theorem for Sobolev space is applied.

Obviously the space can be made to be a subspace of H
(−2)
2 by viewing

g(u) to be g(u+v
2 )δ(u− v) as the integrand.

Our aim is to prove the following theorem

Theorem 4.1. There exists a subspace L2 of H
(2)
2 such that L∗

2 is the dual

space of L2, where the topology of L2 comes from that of H
(2)
2 .
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Proof. Elementary computations can prove the theorem. But, in reality,

there we can see some detailed structure of quadratic generalized white

noise functionals. Step by step computations are now in order.

The Fourier transform of g(u+v
2 )δ(u− v) is

1

2π

∫ ∫
ei(λ1u+λ2v)g(

u+ v

2
)δ(u− v)dudv =

1√
2π

ĝ(λ1 + λ2),

where ĝ is the Fourier transform of g of one variable. By the definition of

the Sobolev space of order −3/2 over R2

1

2π

∫ ∫ |ĝ(λ1 + λ2)|2
(1 + λ2

1 + λ2
2)

3/2
dλ1dλ2

is finite. This fact implies that 2−1/2g( u√
2
) belongs to the Sobolev space

K1(R1), in addition its norm is equal to theK−3/2(R2)-norm of g(u+v
2 )δ(u−

v) up to an universal constant.

Numerical values are as follows. Let ‖·‖n,m be the Sobolev norm of order

m over Rn. Then, actually we have already shown the following equality

‖g‖22,3/2 =
c

2π
‖g′‖21,1,

where c =
∫
(1 + x2)−3/2dx and g′(u) = 2−1/2g( u√

2
).

Finally, we come to the stage of determinations of the space L2 and L∗
2.

Remind (Ref. 5)

H
(2)
2 =

{
ϕ(Ḃ) =

∫ ∫
f(u, v) : Ḃ(u)Ḃ(v) : dudv, f ∈ K̂3/2(R2)

}
,

and introduce an equivalence relation ∼ in H
(2)
2 defined by

∫ ∫
f1(u, v) : Ḃ(u)Ḃ(v) : dudv ∼

∫ ∫
f2(u, v) : Ḃ(u)Ḃ(v) : dudv

if and only if f1(u, u) = f2(u, u) for all u ∈ R.

Set

H
(2)
2 / ∼ ≡ L2.

Note. Since fi, i = 1, 2 is in K3/2, the relation to the diagonal u = v is a

continuous function. Hence the equivalence relation is defined without any

ambiguity.
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Then, what we have computed so far can prove that there is the dual

pairing between L2 and L∗
2, which proves the theorem.

This is somewhat a rephrasement, in a formal tone, of the Theorem 3.

Suppose that f ∈ K̂3/2(R2) and that g((u+ v)/2)δ(u− v) ∈ K̂−3/2(R2) or

g ∈ K1(R1). Then, formal computation shows
〈∫

g(u) : Ḃ(u)2 : du,

∫ ∫
f(u, v) : Ḃ(u)Ḃ(v) : dudv

〉

= 2

∫
g(u)f(u, u)du.

This equality is derived from

E[(: Ḃ(t)2 :)2] = 2
1

(dt)2
.

Remark The relationship between
∫

: Ḃ(t)2 : dt and the Lévy Laplacian

has been discussed in Ref. 9 by Si Si.

5. White noise functionals of higher chaos degree

To fix the idea, we shall discuss dualities related toH
(−3)
3 . Let ϕ be inH

(−3)
3 .

Its kernel function F (u1, u2, u3) is found in the Sobolev space K̂−2(R3). The

S-transform U(ξ) = (Sϕ)(ξ) can, therefore, be expressed in the form

U(ξ) =

∫ ∫ ∫
F (u1, u2, u3)ξ(u1)ξ(u2)ξ(u3)du

3.

Our method with the idea that le passage du fini à l’infini leads us to

consider the class of normal functionals, namely we are interested in the

following forms of degree three.

Type (2,1)
∫ ∫

g(u, v)ξ(u)2ξ(v)dudv.

To have a standard expression, we need to make the kernel g symmetric.

Type (3,0)
∫

h(u)ξ(u)3du.

We can define subspaces L∗
2,1 and L∗

3,0 of H
(−3)
3 spanned by generalized

functionals of the types (2,1) and (3,0), respectively. Then, we have
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Theorem 5.1. There exist factor spaces L2,1 and L3,0 of subspaces of H3

such that (L2,1, L
∗
2,1) and (L3,0, L

∗
3,0) are dual pairs, respectively.

Proof is given by slight modifications of that of Theorem 3.

Now it is clear how to form dualities in the class of entire homogeneous

functionals of each degree, by using singularities on the diagonals. The

system of dual pairs is one of the characteristics of the space (L2)− of

generalized white noise functionals. There, the duality between (L2)+ and

(L2)− can be considered as the basic duality.
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1. Introduction

In the analysis of Boson Fock operators a fundamental role is played by

the annihilation and creation operators since most important and interest-

ing operators on Boson Fock space are their “polynomials” or “functions.”

This aspect has been widely accepted explicitly or implicitly [1,2,7,8,16,17],

however, the systematic study has not actively developed mostly because of

the cumbersome property of the annihilation and creation operators being

formulated as (unbounded) operator-valued distributions. During the last

fifteen years, we have developed the quantum white noise calculus to over-

come this difficulty [9,19], where “every” operator on Boson Fock space is

represented in a strict sense as a “function” of the annihilation and creation
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operators.

To be precise, let us consider the Boson Fock space Γ(H) over the Hilbert

space H = L2(T, dt), where (T, dt) is a certain measure space. We denote

respectively by at and a∗t the annihilation and creation operators at a point

t ∈ T . In the quantum white noise calculus these operators are formulated

as continuous operators for themselves. In this paper we consider the Hida–

Kubo–Takenaka space:

(E) ⊂ Γ(H) ⊂ (E)∗,

which is constructed from a suitable Gelfand triple E ⊂ H ⊂ E∗ in the

standard manner, see e.g., [14,15,19]. It is known that at is a continuous

linear operator from (E) into itself and by duality a∗t a continuous linear

operator from (E)∗ into itself. Both together belong to the class of white

noise operators L((E), (E)∗), i.e., continuous operators from (E) into (E)∗.
The pair {at, a∗t } is called the quantum white noise on T .

It is a fundamental consequence of quantum white noise theory [9,19]

that every white noise operator Ξ ∈ L((E), (E)∗) admits a Fock expansion:

Ξ =
∞∑

l,m=0

Ξl,m(κl,m),

where Ξl,m(κl,m) is an integral kernel operator formally expressed as

Ξl,m(κl,m) =

∫

T l+m

κl,m(s1, . . . , sl, t1, . . . , tm)

a∗s1 · · · a∗slat1 · · · atm ds1 · · · dsldt1 · · · dtm .

In this sense every white noise operator is a “function” of quantum white

noise:

Ξ = Ξ(as , a
∗
t ; s, t ∈ T ),

and we are naturally interested in its derivatives:

D+
t Ξ =

δΞ

δa∗t
, D−

t Ξ =
δΞ

δat
. (1)

These are called the creation derivative and annihilation derivative, respec-

tively. This naive idea has developed into a new kind of differential cal-

culus with applications to Hitsuda–Skorohod quantum stochastic integrals

and quantum martingale representation theorem [10–13]. In this paper we

introduce a new type of a differential equation for white noise operators

involving quantum white noise derivatives and, as application, discuss the

implementation problem for the canonical commutation relation.



44 U.C. Ji & N. Obata

This paper is organized as follows: In Section 2 we assemble some basic

notions in quantum white noise calculus and recall the quantum white noise

derivatives, where a precise meaning is given to (1). In Section 3 we prove

that the quantum white noise derivatives are Wick derivations (Theorem

3.1). In Section 4 we study a new type of a differential equation for white

noise operators Ξ of the form:

DΞ = G ⋄ Ξ,
where D is a Wick derivation and G is a white noise operator, and give a

general form of the solutions (Theorem 4.1). In Section 5 we discuss the im-

plementation problem along our approach. Define transformed annihilation

and creation operators by

b(ζ) = a(Sζ) + a∗(Tζ), b∗(ζ) = a∗(Sζ) + a(Tζ).

It is an interesting problem to determine an operator U satisfying the in-

tertwining property:

Ua(ζ) = b(ζ)U, Ua∗(ζ) = b∗(ζ)U, (2)

where ζ runs over E. We observe that (2) is equivalent to the differential

equations:

D+
SζU = [a(ζ − Sζ)− a∗(Tζ)] ⋄ U,

(D−
ζ −D+

Tζ)U = [a∗(Sζ − ζ) + a(Tζ)] ⋄ U,
respectively. The solutions are obtained by applying the general results in

Section 4 and, under some conditions on S and T , a white noise operator

U satisfying (2) is characterized (Theorem 5.3).

2. Quantum white noise derivatives

2.1. White noise operators

Let T be a topological space equipped with a σ-finite Borel measure dt

and H = L2(T ) be the (complex) Hilbert space of L2-functions on T . The

Boson Fock space over H is defined by

Γ(H) =

{
φ = (fn) ; fn ∈ H⊗̂n , ‖φ‖2 =

∞∑

n=0

n!|fn|20 < ∞
}
,

where |fn|0 is the usual L2-norm of H⊗̂n = L2
sym(T

n). Taking a suitable

Gelfand triple E ⊂ H ⊂ E∗, we construct the Hida–Kubo–Takenaka space:

(E) ⊂ Γ(H) ⊂ (E)∗
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in the standard manner, see e.g., [14,15,19]. The canonical C-bilinear form

on (E)∗ × (E) takes the form:

〈〈Φ, φ〉〉 =
∞∑

n=0

n! 〈Fn, fn〉 , Φ = (Fn) ∈ (E)∗, φ = (fn) ∈ (E).

A continuous operator from (E) into (E)∗ is called a white noise op-

erator. The space of white noise operators is denoted by L((E), (E)∗)
and is equipped with the bounded convergence topology. We note

that L((E), (E)), L((E)∗, (E)∗) and L(Γ(H),Γ(H)) are subspaces of

L((E), (E)∗). The annihilation operator at a point t ∈ T is defined by

at : (0, . . . , 0, ξ
⊗n, 0, . . . ) 7→ (0, . . . , 0, nξ(t)ξ⊗(n−1), 0, . . . ), ξ ∈ E.

It is shown that at ∈ L((E), (E)). Its adjoint operator a∗t ∈ L((E)∗, (E)∗)
is called the creation operator at t. The pair {at, a∗t ; t ∈ T} is called the

quantum white noise on T . For more detailed account of quantum white

noise calculus see e.g., [9,19].

2.2. Quantum white noise derivatives

For f ∈ E∗ we define white noise operators:

a(f) = Ξ0,1(f) =

∫

T

f(t)at dt, a∗(f) = Ξ1,0(f) =

∫

T

f(t)a∗t dt, (3)

which are called respectively the annihilation and creation operators asso-

ciated with f . We recall the following

Lemma 2.1. For ζ ∈ E, both a(ζ) and a∗(ζ) belong to L((E), (E)) ∩
L((E)∗, (E)∗).

Thus, for any white noise operator Ξ ∈ L((E), (E)∗) and ζ ∈ E the

commutators

[a(ζ),Ξ] = a(ζ)Ξ− Ξa(ζ), −[a∗(ζ),Ξ] = Ξa∗(ζ)− a∗(ζ)Ξ,

are well-defined white noise operators, i.e., belong to L((E), (E)∗). We de-

fine

D+
ζ Ξ = [a(ζ),Ξ], D−

ζ Ξ = −[a∗(ζ),Ξ]. (4)

These are called the creation derivative and annihilation derivative of Ξ,

respectively. Both together are called the quantum white noise derivatives.

By definition we have

(D+
ζ Ξ)

∗ = D−
ζ (Ξ

∗), (D−
ζ Ξ)

∗ = D+
ζ (Ξ

∗). (5)
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It is apparent that D±
ζ becomes a linear map from L((E), (E)∗) into itself.

Moreover, it is known [12] that (ζ,Ξ) 7→ D±
ζ Ξ is a continuous bilinear map

from E × L((E), (E)∗) into L((E), (E)∗).

Remark 2.1. As in the case of annihilation and creation operators (3), it

is natural to write

D+
ζ =

∫

T

ζ(t)D+
t dt, D−

ζ =

∫

T

ζ(t)D−
t dt.

In fact, this expression is useful for computation. However, it is not straight-

forward to define D±
t for each point t ∈ T because the compositions atΞ

and Ξa∗t are not well-defined in general and (4) makes no sense if a(ζ) is

replaced with at. The pointwisely defined quantum white noise derivatives

D±
t are discussed in [12,13].

We now show examples. For each S ∈ L(E,E∗), by the kernel theorem

there exists a unique τS ∈ (E ⊗ E)∗ such that

〈τS , η ⊗ ξ〉 = 〈Sξ, η〉 , ξ, η ∈ E.

The integral kernel operator

∆G(S) = Ξ0,2(τS) =

∫

T×T

τS(s, t)asat dsdt

is called the generalized Gross Laplacian associated with S, see [5]. Note

that ∆G(S) ∈ L((E), (E)). The usual Gross Laplacian is ∆G = ∆G(I).

The adjoint of ∆G(S) is given by

∆∗
G(S) = Ξ2,0(τS) =

∫

T×T

τS(s, t)a
∗
sa

∗
t dsdt

and belongs to L((E)∗, (E)∗). The quantum white noise derivatives are

given by

D+
ζ ∆G(S) = 0, D−

ζ ∆G(S) = a(Sζ) + a(S∗ζ), (6)

D−
ζ ∆

∗
G(S) = 0, D+

ζ ∆
∗
G(S) = a∗(Sζ) + a∗(S∗ζ). (7)

The integral kernel operator

Λ(S) = Ξ1,1(τS) =

∫

T×T

τS(s, t)a
∗
sat dsdt

is called the conservation operator associated with S. In general, Λ(S) ∈
L((E), (E)∗). Note that N ≡ Λ(I) is the number operator. The quantum

white noise derivatives are given by

D−
ζ Λ(S) = a∗(Sζ), D+

ζ Λ(S) = a(S∗ζ). (8)
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3. Wick derivations

We first recall the operator symbol. For a white noise operator Ξ ∈
L((E), (E)∗), we define its symbol by

Ξ̂(ξ, η) = 〈〈Ξφξ, φη〉〉, ξ, η ∈ E,

where φξ = (1, ξ, · · · , ξ⊗n/n!, · · · ) is an exponential vector. Every white

noise operator is uniquely determined by its symbol [4,18,19].

For Ξ1,Ξ2 ∈ L((E), (E)∗) we define the Wick (or normal-ordered) prod-

uct Ξ1 ⋄ Ξ2 by

(Ξ1 ⋄ Ξ2)̂ (ξ, η) = Ξ̂1(ξ, η)Ξ̂2(ξ, η)e
−〈ξ,η〉, ξ, η ∈ E.

In particular, for any Ξ ∈ L((E), (E)∗) we have

at ⋄ Ξ = Ξ ⋄ at = Ξat , a∗t ⋄ Ξ = Ξ ⋄ a∗t = a∗tΞ, (9)

where the right-hand sides are usual composition of operators. Equipped

with the Wick product, L((E), (E)∗) becomes a commutative algebra.

A continuous linear map D : L((E), (E)∗) → L((E), (E)∗) is called a

Wick derivation if

D(Ξ1 ⋄ Ξ2) = (DΞ1) ⋄ Ξ2 + Ξ1 ⋄ (DΞ2)

for all Ξ1,Ξ2 ∈ L((E), (E)∗).

Theorem 3.1. The creation and annihilation derivatives D±
ζ are Wick

derivations for any ζ ∈ E.

Proof. By (5) it is sufficient to show that the creation derivative is a Wick

derivation. In general, for Ξ ∈ L((E), (E)∗) we have

(D+
ζ Ξ)̂ (ξ, η) = 〈〈(a(ζ)Ξ− Ξa(ζ))φξ, φη〉〉

= 〈〈Ξφξ, a
∗(ζ)φη〉〉 − 〈〈Ξa(ζ)φξ, φη〉〉

=
d

dt

∣∣∣∣
t=0

〈〈Ξφξ, φη+tζ〉〉 − 〈ξ, ζ〉〈〈Ξφξ, φη〉〉

=
d

dt

∣∣∣∣
t=0

Ξ̂(ξ, η + tζ)− 〈ξ, ζ〉Ξ̂(ξ, η). (10)
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Then for Ξ = Ξ1 ⋄ Ξ2 we have

(D+
ζ Ξ)̂ (ξ, η) =

d

dt

∣∣∣∣
t=0

Ξ̂1(ξ, tζ + η)Ξ̂2(ξ, tζ + η)e−〈ξ, tζ+η〉

− 〈ξ, ζ〉Ξ̂1(ξ, η)Ξ̂2(ξ, η)e
−〈ξ, η〉

=

(
d

dt

∣∣∣∣
t=0

Ξ̂1(ξ, tζ + η)

)
Ξ̂2(ξ, η)e

−〈ξ, η〉

+ Ξ̂1(ξ, η)

(
d

dt

∣∣∣∣
t=0

Ξ̂2(ξ, tζ + η)

)
e−〈ξ, η〉

− 2〈ξ, ζ〉Ξ̂1(ξ, η)Ξ̂2(ξ, η)e
−〈ξ, η〉.

Viewing (10) once again, we obtain

(D+
ζ Ξ)̂ (ξ, η) = ((D−

ζ Ξ1) ⋄ Ξ2)̂ (ξ, η) + (Ξ1 ⋄ (D−
ζ Ξ2))̂ (ξ, η),

which completes the proof.

Remark 3.1. In general, a Wick derivation D is expressed in the form:

D =

∫

T

F (t) ⋄D+
t dt+

∫

T

G(t) ⋄D−
t dt,

where F,G ∈ E ⊗ L((E), (E)∗). This gives a quantum counterpart of the

characterization of Wick derivations on the white noise functions [3]. The

study in this line will appear elsewhere.

4. Differential equations associated with Wick derivations

In this section, we study a new type of differential equation for white noise

operator of the form:

DΞ = G ⋄ Ξ, (11)

where D is a Wick derivation and G ∈ L((E), (E)∗) is a given white noise

operator.

We need the Wick exponential. For Y ∈ L((E), (E)∗) we define

wexpY =
∞∑

n=0

1

n!
Y ⋄n,

whenever the series converges in L((E), (E)∗). For more details see e.g., [6].

Theorem 4.1. Assume that there exists an operator Y ∈ L((E), (E)∗)
such that DY = G and wexpY is defined in L((E), (E)∗). Then every

solution to (11) is of the form:

Ξ = (wexpY ) ⋄ F, (12)
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where F ∈ L((E), (E)∗) satisfying DF = 0.

Proof. It is straightforward to see that (12) is a solution to (11). To prove

the converse, let Ξ be an arbitrary solution to (11). Set

F = (wexp (−Y )) ⋄ Ξ.
Obviously, F ∈ L((E), (E)∗) and Ξ = (wexpY ) ⋄ F . We only need to show

that DF = 0. In fact,

DF = −DY ⋄ (wexp (−Y )) ⋄ Ξ + (wexp (−Y )) ⋄ DΞ

= −G ⋄ (wexp (−Y )) ⋄ Ξ + (wexp (−Y )) ⋄G ⋄ Ξ = 0.

This completes the proof.

Example 4.1. Let us consider the (system of) differential equations:

D+
ζ Ξ = 0, ζ ∈ E. (13)

The vanishing creation derivatives suggest that Ξ = Ξ(as, a
∗
t ; s, t ∈ T ) does

not depend on the creation operators. In fact, as is verified easily by Fock

expansion, the solutions to (13) are given by

Ξ =
∞∑

m=0

Ξ0,m(κ0,m).

In a similar manner, the solutions to

D−
ζ Ξ = 0, ζ ∈ E, (14)

are given by

Ξ =
∞∑

l=0

Ξl,0(κl,0).

Consequently, a white noise operator satisfying both (13) and (14) are the

scalar operators. Thus, the irreducibility of the canonical commutation re-

lation is reproduced.

Example 4.2. Let us consider the differential equation:

D−
ζ Ξ = 2a(ζ) ⋄ Ξ, ζ ∈ E. (15)

We need to find Y ∈ L((E), (E)∗) satisfyingD−
ζ Y = 2a(ζ). In fact, Y = ∆G

is a solution, see (6). Moreover, it is easily verified that wexp∆G is defined

in L((E), (E)). Then, a general solution to (15) is of the form:

Ξ = (wexp∆G) ⋄ F, (16)
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where D−
ζ F = 0 for all ζ ∈ E. Now we consider the differential equation:

{
D+

ζ Ξ = 0,

D−
ζ Ξ = 2a(ζ) ⋄ Ξ, ζ ∈ E.

(17)

Since the solution is of the form (16), we need only to find additional con-

ditions for F satisfying D+
ζ Ξ = 0. Noting that D+

ζ ∆G = 0, we have

D+
ζ Ξ = (wexp∆G) ⋄D+

ζ F = 0.

Hence D+
ζ F = 0 for all ζ ∈ E. Combining with the condition D−

ζ F = 0

for all ζ ∈ E, we conclude that F is a scalar operator (see Example 4.1).

Consequently, the solution to (17) is of the form:

Ξ = C wexp∆G, C ∈ C.

5. White noise operators implementing transformed

annihilation and creation operators

In this section, let S, T ∈ L(E,E) and consider transformed annihilation

and creation operators:

b(ζ) = a(Sζ) + a∗(Tζ),

b∗(ζ) = a∗(Sζ) + a(Tζ),

where ζ ∈ E. Our implementation problem is to find a white noise operator

U ∈ L((E), (E)∗) satisfying

Ua(ζ) = b(ζ)U, (18)

Ua∗(ζ) = b∗(ζ)U. (19)

We start with (18). By definition, we have

Ua(ζ) = b(ζ)U = (a(Sζ) + a∗(Tζ))U

= D+
SζU + Ua(Sζ) + a∗(Tζ)U,

and hence

D+
SζU = Ua(ζ)− Ua(Sζ)− a∗(Tζ)U.

Writing the right-hand side in terms of the Wick product (9), we come to

the differential equation:

D+
SζU = [a(ζ − Sζ)− a∗(Tζ)] ⋄ U, (20)

which is equivalent to (18). Similarly, (19) is equivalent to

(D−
ζ −D+

Tζ)U = [a∗(Sζ − ζ) + a(Tζ)] ⋄ U. (21)
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Theorem 5.1. Assume that S is invertible and that T ∗S = S∗T . Then a

white noise operator U ∈ L((E), (E)∗) satisfies the intertwining property:

Ua(ζ) = b(ζ)U, ζ ∈ E,

if and only if U is of the form

U = wexp

{
−1

2
∆∗

G(TS
−1) + Λ((S−1)∗ − I)

}
⋄ F, (22)

where F ∈ L((E), (E)∗) is an arbitrary white noise operator satisfying

D+
ζ F = 0 for all ζ ∈ E, see Example 4.1.

Proof. We only need to solve the differential equation (20). It follows from

(7) and (8) that

D+
SζΛ((S

−1)∗ − I) = a(ζ − Sζ), D+
Sζ∆

∗
G(TS

−1) = 2a∗(Tζ).

Then by Theorem 4.1 a general form of the solutions to (20) is given by

(22), where F ∈ L((E), (E)∗) is an arbitrary white noise operator satisfying

D+
SζF = 0 for all ζ ∈ E. Since S is invertible, the last condition for F is

equivalent to that D+
ζ F = 0 for all ζ ∈ E.

Remark 5.1. We may obtain a conventional expression of U from the

Wick product form in (22). Note that

wexp

{
−1

2
∆∗

G(TS
−1)

}
= e−

1
2∆

∗
G(TS−1),

wexp
{
Λ((S−1)∗ − I)

}
= Γ((S−1)∗),

where Γ((S−1)∗) is the second quantization of (S−1)∗. Hence, (22) becomes

U = e−
1
2∆

∗
G(TS−1) ⋄ Γ((S−1)∗) ⋄ F.

Since F contains no creation operators, the last Wick products are reduced

to the usual compositions of operators:

U = e−
1
2∆

∗
G(TS−1)Γ((S−1)∗)F.

Theorem 5.2. Assume the following conditions:

(i) S is invertible;

(ii) T ∗S = S∗T ;
(iii) S∗S − T ∗T = I;

(iv) ST ∗ = TS∗.
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Then a white noise operator U ∈ L((E), (E)∗) satisfies the intertwining

property:

Ua∗(ζ) = b∗(ζ)U, ζ ∈ E,

if and only if U is of the form:

U = wexp

{
−1

2
∆∗

G(TS
−1) + Λ((S−1)∗ − I) +

1

2
∆G(S

−1T )

}
⋄G,

where G ∈ L((E), (E)∗) is an arbitrary white noise operator satisfying

(D−
ζ −D+

Tζ)G = 0 for all ζ ∈ E.

Proof. Our task is to solve the differential equation (21). First we need to

find a solution to the differential equation:

(D−
ζ −D+

Tζ)Y = a∗(Sζ − ζ) + a(Tζ). (23)

As is easily verified,

Y = ∆∗
G(K) + Λ(L) + ∆G(M), K = K∗, M = M∗,

satisfies (23) if and only if

2M − L∗T = T, L− 2KT = S − I.

Thanks to the conditions (i)–(iv) we may choose

K = −1

2
TS−1, L = (S−1)∗ − I, M =

1

2
S−1T.

Then the assertion follows immediately from Theorem 4.1.

Theorem 5.3. Assumptions being the same as in Theorem 5.2, a white

noise operator U ∈ L((E), (E)∗) satisfies the following intertwining prop-

erties:

Ua(ζ) = b(ζ)U, Ua∗(ζ) = b∗(ζ)U, ζ ∈ E,

if and only if U is of the form:

U = C wexp

{
−1

2
∆∗

G(TS
−1) + Λ((S−1)∗ − I) +

1

2
∆G(S

−1T )

}
, (24)

or equivalently,

U = C e−
1
2∆

∗
G(TS−1)Γ((S−1)∗) e

1
2∆G(S−1T ), (25)

where C ∈ C.
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Proof. It follows from Theorems 5.1 and 5.2 that U is of the form

U = wexp

{
−1

2
∆∗

G(TS
−1) + Λ((S−1)∗ − I)

}
⋄ F

= wexp

{
−1

2
∆∗

G(TS
−1) + Λ((S−1)∗ − I) +

1

2
∆G(S

−1T )

}
⋄G, (26)

where F,G ∈ L((E), (E)∗) satisfy

D+
ζ F = 0, (D−

ζ −D+
Tζ)G = 0,

for all ζ ∈ E. We see from (26) that

G = F ⋄ wexp
{
−1

2
∆G(S

−1T )

}
.

Since the right hand side contains no creation operators, we have

D+
ζ G = 0, ζ ∈ E. (27)

Then,

0 = (D−
ζ −D+

Tζ)G = D−
ζ G, ζ ∈ E. (28)

It follows from (27) and (28) that G is a scalar operator (Example 4.2).

Consequently, (26) becomes (24).

Remark 5.2. Condition (ii) in Theorem 5.2 is necessary and sufficient to

have

[b(ζ), b(η)] = [b∗(ζ), b∗(η)] = 0, ζ, η ∈ E.

While, condition (iii) therein is necessary and sufficient to have

[b(ζ), b∗(η)] = 〈ζ, η〉, ζ, η ∈ E.

Remark 5.3. For U ∈ L(E,E∗) we have e∆G(U) ∈ L((E), (E)) and for

V ∈ L(E,E∗) we have Γ(V ) ∈ L((E), (E)∗). Then their composition

GU,V = Γ(V ) e∆G(U)

becomes a white noise operator. This is called a generalized Fourier–Gauss

transform and its adjoint operator G∗
U,V a generalized Fourier–Mehler trans-

form, see [5]. The operator U in (25) is a composition of these transforms.

The work in this line is in progress.
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Av. Prof. Gama Pinto 2, 1649-003, Lisboa, Portugal

E-mail:cipriano@cii.fc.ul.pt

Soumaya Gheryani∗ and Habib Ouerdiane

Department of Mathematics, Faculty of Sciences of Tunis
University of Tunis El Manar, Tunisia
∗E-mail: soumaye−gheryani@yahoo.fr

habib.ouerdiane@fst.rnu.tn

Let Y = (Yi)i∈N be a sequence of i. i. d. random variables taking values in
the dual of a real nuclear Fréchet space. We denote by LY

n the empirical mea-
sure associated with these variables. In this paper we study the limit law of
(Y1, ..., Yk) under the constraint EU (LY

n ) ∈ D where D is a measurable sub-
set of R, and EU is the energy functional associated to a fixed positive test
function U . For some particular choices of the functional EU , we consider non
interacting case , i. e., when the particles Y1, · · · , Yk do not affect each other
and the case where interaction is present. In both cases, we show that the
conditional law of Y1 converges, as n → ∞, to a Gibbs measure.

Keywords: Positive White Noise distributions; Large Deviation Principle;
Gibbs measure.

1. Introduction

In recent years, large deviation techniques have been used extensively in

connection with statistical mechanics and interacting particle systems. A

particularly interesting application of large deviation techniques can be

found in Ref. 3.

In this paper, let X be a real nuclear Fréchet space and X ′ its topolog-

ical dual. Denote by N ′ the complexification of X ′. For a Young func-

tion θ, we denote by Fθ(N
′) the space of holomorphic functions on N ′

with θ-exponential growth of minimal type.5 We define in Ref. 1 the space
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F ′
θ(N

′)1,+ of positive distributions Ψ such that 〈〈Ψ,1〉〉 = 1. Let us fix a

positive distribution Φ in the space F ′
θ(N

′)1,+. Thus, we can associate, by

Theorem 2.1, a probability measure µΦ on X ′ denoted by µ for simplicity.

Consider a sequence Y = (Yi)i∈N of independent and identically distributed

random variables defined on the probability space (Ω,A, P ) valued in X ′

with common law µ. Let LY
n denote the empirical measures associated with

these variables, namely,

LY
n : (Ω,A,P) → F ′

θ(N
′)1,+

ω 7→ 1
n

n∑

i=1

δYi(ω),
(1)

where for every measurable subset A ⊂ X ′, δYi(ω)(A) = 1 if Yi(ω) ∈ A and

δYi(ω)(A) = 0 otherwise.

Let (Aδ)δ>0 be a nested family of measurable sets in F ′
θ(N

′)1,+, i. e. Aδ ⊆
Aδ′ , if δ < δ′ and (Fδ)δ>0 a nested family of closed sets such that Aδ ⊆ Fδ.

Then, it was proved in Ref. 1 that the set of minimizers of the entropy

M = {Ψ0 ∈ F0 : H(Ψ0|µ) = inf
Ψ∈F0

H(Ψ|µ)} (2)

is reduced to a unique measure Ψ∗ when A0 = ∩δ>0Aδ is convex, and

therefore that

lim
δ→0

lim
n→∞

P((Y1, · · · ,Yk) ∈ . |LY
n ∈ Aδ) = Ψk

∗(.). (3)

In the present paper, we investigate the case of non interacting particles

(Yi)i∈N and also the case where the particles affect each other. Using basic

techniques from the papers Refs. 1, 3 and 5, we show that in both cases the

positive distribution Ψ∗ correspond to a Gibbs measures. The paper is or-

ganized as follows: In section 2, we describe briefly the space of holomorphic

functions of θ-exponential growth. Then, we give some basic results about

large deviation theory and its application that will be needed during this

work. In section 3, we study the case where there is no interaction between

the particles (Yi)i∈N. Let us consider the energy functional

EU : F ′
θ(N

′)1,+ → [−1,∞]

Ψ 7→ EU (Ψ) = 〈〈Ψ, U〉〉 − 1

for some test function U ∈ Fθ(N
′). We prove in Theorem 3.1 that the set

of minimizers M is reduced to the unique Gibbs measure γβ∗ , β∗ ∈ (0,∞),

defined by

dγβ∗

dµ
=

e−β∗U(x)

Zβ∗
, (4)
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where the normalizing constant Zβ∗ =
∫
X′ e

−β∗U(x)dµ(x) is the partition

function. In section 4, we consider the case where the interaction of the

particles is present. Unlike the non-interacting case, here even the existence

of the Gibbs measure needs to be proved (see Lemma 4.1). For that aim,

we consider a test function U : X ′ ×X ′ → R and the energy functional

EU : F ′
θ(N

′)1,+ → [−1,∞]

Ψ 7→ EU (Ψ) = 〈〈Ψ⊗Ψ, U〉〉 − 1.

Therefore, we define naturally the following interaction Hamiltonian

Hβ(Ψ) = H(Ψ|µ) + β

2
〈〈Ψ⊗Ψ, U〉〉, β ∈ [0,∞);

and we show, under some assumptions, the existence of a unique minimizer

γβ∗ of the Hamiltonian Hβ . In fact, that minimizer is the Gibbs measure

γβ∗ given by

dγβ∗

dµ
=

e−β∗〈〈γβ∗ ,Ux〉〉

Zβ∗
, (5)

where Ux denotes the one variable test function Ux(y) = U(x, y) and the

normalizing constant Zβ∗ =
∫
X′ e

−β∗〈〈γβ∗ ,Ux〉〉dµ(x).

2. Background

2.1. Definitions and results about the space of holomorphic

functions with exponential growth

In this section, elementary facts, notations and some results about the space

of holomorphic functions with exponential growth and its dual space are

recalled from the paper Ref. 5 (see also Refs. 8 and 7) for future use.

Let X be a real nuclear Fréchet space with topology given by an in-

creasing family {| · |p; p ∈ N0} of Hilbertian norms, N0 being the set of

nonnegative integers. Then X is represented as

X =
⋂

p∈N0

Xp,

where Xp is the completion of X with respect to the norm | · |p. We use

X−p to denote the dual space of Xp. Then the dual space X ′ of X can be

represented as

X ′ =
⋃

p∈N0

X−p
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and is equipped with the inductive limit topology.

Let N = X+ iX and Np = Xp+ iXp, p ∈ Z, be the complexifications of

X and Xp, respectively. For n ∈ N0 we denote by N ⊗̂n the n-fold symmetric

tensor product of N equipped with the π-topology and by N ⊗̂n
p the n-fold

symmetric Hilbertian tensor product of Np. We will preserve the notation

| · |p and | · |−p for the norms on N ⊗̂n
p and N ⊗̂n

−p , respectively.

Let θ be a Young function, i.e., it is a continuous, convex, and increasing

function defined on R+ satisfying the condition lim
x→∞

θ(x)/x = ∞. We define

the conjugate function θ∗ of θ by

θ∗(x) = sup
t≥0

(
tx− θ(t)

)
, x ≥ 0.

For a Young function θ, we denote by Fθ(N
′) the space of holomorphic

functions on N ′ with exponential growth of order θ and of minimal type.

Similarly, let Gθ(N) denotes the space of holomorphic functions on N with

exponential growth of order θ and of arbitrary type. Moreover, for each

p ∈ Z and m > 0, define Exp(Np, θ,m) to be the space of entire functions

f on Np satisfying the condition:

‖f‖θ,p,m = sup
x∈Np

|f(x)|e−θ(m|x|p) < ∞.

Then the spaces Fθ(N
′) and Gθ(N) can be represented as

Fθ(N
′) =

⋂

p∈N0,m>0

Exp(N−p, θ,m),

Gθ(N) =
⋃

p∈N0,m>0

Exp(Np, θ,m),

and are equipped with the projective limit topology and the inductive limit

topology, respectively. The space Fθ(N
′) is called the space of test functions

on N ′. We shall define its dual space F ′
θ(N

′) called the space of distributions

on N ′. This space is equipped with the strong topology σ(F ′
θ(N

′),Fθ(N
′))

introduced by the smallest σ-field EU that makes all pφ : Φ 7→ 〈〈Φ, φ〉〉
measurable.

For p ∈ N0 and m > 0, we define the Hilbert spaces

Fθ,m(Np) =
{
~ϕ = (ϕn)

∞
n=0 ; ϕn ∈ N ⊗̂n

p ,
∑

n≥0

θ−2
n m−n|ϕn|2p < ∞

}
,

Gθ,m(N−p) =
{
~Φ = (Φn)

∞
n=0 ; Φn ∈ N ⊗̂n

−p ,
∑

n≥0

(n!θn)
2mn|Φn|2−p < ∞

}
,
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where θn = infr>0 eθ(r)/rn, n ∈ N0. Put

Fθ(N) =
⋂

p∈N0,m>0

Fθ,m(Np),

Gθ(N
′) =

⋃

p∈N0,m>0

Gθ,m(N−p).

The space Fθ(N) equipped with the projective limit topology is a nu-

clear Fréchet space.5 The space Gθ(N
′) carries the dual topology of Fθ(N)

with respect to the C-bilinear pairing given by

〈〈~Φ, ~ϕ 〉〉 =
∑

n≥0

n!〈Φn, ϕn〉, (6)

where ~Φ = (Φn)
∞
n=0 ∈ Gθ(N

′) and ~ϕ = (ϕn)
∞
n=0 ∈ Fθ(N).

It was proved in Ref. 5 that the Taylor map defined by

T : ϕ 7−→
( 1

n!
ϕ(n)(0)

)∞

n=0

is a topological isomorphism from Fθ(N
′) onto Fθ(N).

The Taylor map T is also a topological isomorphism from Gθ∗(N)) onto

Gθ(N
′)). The action of a distribution Φ ∈ F ′

θ(N
′) on a test function ϕ ∈

Fθ(N
′) can be expressed in terms of the Taylor map as follows:

〈〈Φ, ϕ〉〉 = 〈〈~Φ, ~ϕ 〉〉,
where ~Φ = (T ∗)−1Φ and ~ϕ = Tϕ.

It is easy to see that for each ξ ∈ N , the exponential function

eξ(z) = e〈z,ξ〉, z ∈ N ′,

is a test function in the space Fθ(N
′) for any Young function θ. Thus we

can define the Laplace transform of a distribution Φ ∈ F ′
θ(N

′) by

Φ̂(ξ) = 〈〈Φ, eξ〉〉, ξ ∈ N. (7)

From the paper Ref. 5, we have the duality Theorem which says that the

Laplace transform is a topological isomorphism from F ′
θ(N

′) onto Gθ∗(N).

We denote by Fθ(N
′)+ the cone of positive test functions, i.e.,

f ∈ Fθ(N
′)+ if f(y + i0) ≥ 0, ∀y ∈ X ′.

Then, the space F ′
θ(N

′)+ of positive distributions is defined as the space

{Φ ∈ F ′
θ(N

′) : 〈〈Φ, f〉〉 ≥ 0, f ∈ Fθ(N
′)+} (8)

We recall the following integral representation of positive distributions:
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Theorem 2.1.9 Let Φ ∈ F ′
θ(N

′)+, then there exists a unique Radon mea-

sure µΦ on X ′, such that

Φ(f) =

∫

X′
f(y + i0)dµΦ(y) ; f ∈ Fθ(N

′).

Conversely, let µ be a finite, positive Borel measure on X ′. Then µ rep-

resents a positive distribution in F ′
θ(N

′)+ if and only if µ is supported by

some X−p, p ∈ N∗, and there exists some m > 0 such that

∫

X−p

eθ(m|y|−p)dµ(y) < ∞. (9)

Remark 2.1. Note that the test function space Fθ(N
′) can be general-

ized in two infinite dimensional variables test functions space denoted by

F(θ1,θ2)(N
′
1 ⊕ N ′

2) (see Ref. 6), where θ1, θ2 are two Young functions and

N1, N2 are two nuclear Fréchet spaces.

2.2. Basic results about Large deviation theory and the

Gibbs conditioning principle

In this section, we give some useful results that will be needed.

We denote by Pθ(X
′) the space of probability measures on the set

F ′
θ(N

′)1,+ defined by

F ′
θ(N

′)1,+ = {Ψ ∈ F ′
θ(N

′)+ : 〈〈Ψ,1〉〉 = 1}.

Let Φ ∈ F ′
θ(N

′)1,+ be a fixed distribution. Denote by µ = µΦ the

associated measure (see Theorem 2.1). For every integer n, we define the

empirical distribution functional

Ln : (X ′)n → F ′
θ(N

′)1,+

(σ1, σ2, . . . , σn) 7→
1

n

n∑

i=1

δσi
, (10)

where δσi
denotes the Dirac measure at the point σi. We define the measure

µ̃n to be the distribution of Ln under the n times product of the measure

µ denoted by µn. Denote by µ̃1 the image measure of µ under the map

L1 : X ′ → F ′
θ(N

′)1,+

σ 7→ δσ. (11)
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Then, the Logarithmic generating function (see Refs. 2, 3 and 4) of µ̃1 is

given by

Λµ̃1(f) := log

(∫

F ′
θ
(N ′)1,+

e〈〈f,ξ〉〉dµ̃1(ξ)

)

= log

(∫

X′
ef(x)dµ(x)

)
, f ∈ Fθ(N

′),

(12)

and we define the Legendre transform of Λµ̃1 by

Λ∗
µ̃1
(Ψ) := sup

f∈Fθ(N ′)
{〈〈f,Ψ〉〉 − Λµ̃1

(f)}, Ψ ∈ F ′
θ(N

′).

Note that, by Theorem 2.1, if Ψ ∈ F ′
θ(N

′)1,+, we have

Λ∗
µ̃1
(Ψ) = sup

f∈Fθ(N ′)

{∫

X′
fdµΨ − Λµ̃1(f)

}
. (13)

Now, we recall (see Ref. 4) the relative entropy of a probability measure ν

with respect to µ by

H(ν|µ) =
{∫

X′ f log fdµ if ν ≪ µ and f = dν
dµ

∞ otherwise.
(14)

where the symbol ν ≪ µ denotes that ν is absolutely continuous with

respect to µ. So, in our framework, a positive distribution Ψ is absolutely

continuous with respect to the fixed distribution Φ if and only if there exists

f ∈ Fθ(N
′)+ such that Ψ = fΦ, and therefore the entropy for distributions

is given by

H(Ψ|Φ) = H(µΨ|µΦ)

:= 〈〈Φ, f log f〉〉

=

∫

X′
f(x) log f(x)dµΦ(x).

For any distribution Ψ ∈ F ′
θ(N

′)1,+ such that the associated measure µΨ is

absolutely continuous with respect to the fixed measure µ = µΦ, we prove

in Ref. 1 that the rate function Λ∗
µ̃1

coincides with the entropy

Λ∗
µ̃1
(Ψ) = H(Ψ|Φ). (15)

Therefore, equation (15) allows us to extend Sanov’s theorem to positive

distributions (see Ref. 1 and references therein) as follows:

Theorem 2.2.1 Let Φ ∈ F ′
θ(N

′)1,+ be a positive distribution and µΦ = µ

the associated measure. Let µ̃n ∈ Pθ(X
′) be the distribution of the function
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Ln under µn. Then, H(.|µ) is a good, convex rate function on F ′
θ(N

′)1,+
and {µ̃n : n ≥ 1} satisfies the full large deviation principle with rate func-

tion H(.|µ).
As an application of our extended Sanov’s theorem, we study also in

Ref. 1 the Gibbs conditioning principle. In fact, let Y = (Yi)i∈N be a se-

quence of random variables defined on the probability space (Ω,A,P) with

values in X ′, independent and identically distributed with law µ. Then, the

empirical measure is defined by

LY
n : (Ω,A,P) → F ′

θ(N
′)1,+

ω 7→ 1

n

n∑

i=1

δYi(ω). (16)

For all measurable subset A of F ′
θ(N

′)1,+, we define the set function H

given by

H(A) = inf{H(Ψ|µ); Ψ ∈ A}.
Let (Aδ)δ>0 be a family of increasing borelian subsets of F ′

θ(N
′)1,+. Let

(Fδ)δ>0 be a family of increasing closed subsets such that Aδ ⊆ Fδ. Define

F0 =
⋂

δ>0 Fδ and A0 =
⋂

δ>0 Aδ and suppose that the family (Aδ)δ>0

satisfies the following assumption:

(A) H(A0) < ∞ and for any δ > 0

P({LY
n ∈ Aδ}) > 0, ∀ n ≥ 1.

Consider the set of the minimizers of the entropy

M = {Ψ ∈ F0 : H(Ψ|µ) = H(A0)}.
If we suppose that A0 is a convex set, then M is reduced to a unique

element Ψ∗ of the space F ′
θ(N

′)1,+, i. e.

M = {Ψ∗}. (17)

Denote by

µn
Y k|Aδ

= P((Y1, ...,Yk) ∈ .|LY
n ∈ Aδ),

the law of Y k := (Y1, Y2, ..., Yk) conditional upon the event {LY
n ∈ Aδ},

then we have the following result.

Theorem 2.3.1 Assume that (A) is fulfilled and that the constraint set A0

is convex. Then µn
Y k|Aδ

converge weakly in F ′
θ(N

′)1,+ to νk∗ , when n → ∞
and δ → 0, where ν∗ denotes the measure associated to the distribution Ψ∗
defined in (17).
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3. The Non-Interacting case

Let U : X ′ → [0,∞) be a positive test function in Fθ(N
′)+. Define the

energy functional

EU : F ′
θ(N

′)1,+ → [−1,∞]

Ψ 7→ EU (Ψ) = 〈〈Ψ, U〉〉 − 1. (18)

In this section, we are interested in the particular case where the measurable

sets Aδ have the special following forms:

Aδ = {Ψ : |EU (Ψ)| ≤ δ}. (19)

Sine U is a test function Aδ are closed sets, and we consider Fδ = Aδ. Then,

consider the constraint

{LY
n ∈ Aδ} = {|EU (L

Y
n )| ≤ δ} = {| 1

n

n∑

i=1

U(Yi)− 1| ≤ δ}.

Our goal is to show that, in this case, the positive distribution Ψ∗ defined

in (17) is a Gibbs measure γβ . Namely, for any reference measure µ and

any β ≥ 0, the Gibbs measure γβ is defined as

dγβ
dµ

=
e−βU(x)

Zβ
, (20)

where Zβ =
∫
X′ e

−βU(x)dµ(x) is the normalizing constant.

Remark 3.1. Let µ be the fixed reference measure. Then, the Gibbs mea-

sure γβ defined in (20) is an element of F ′
θ(N

′)1,+. In fact for any test

function ϕ ∈ Fθ(N
′)

〈〈γβ , ϕ〉〉 =
1

Zβ
〈〈µ, e−βU(x)ϕ〉〉. (21)

Since β ≥ 0, U is a positive function and µ ∈ F ′
θ(N

′)1,+, the equality (21)

shows that the Gibbs measures γβ belong to F ′
θ(N

′)1,+.

The following lemma is the key to show that the unique solution of the

optimization problem

inf
F0={Ψ:〈〈Ψ,U〉〉=1}

H(Ψ|µ) (22)

is a Gibbs measure.

Lemma 3.1. Assume that µ({x : U(x) < 1}) > 0 and EU (µ) > 0. Then,

there exists a unique β∗ ∈ (0,∞) such that the Gibbs measure γβ∗ satisfies

EU (γβ∗) = 0.
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Proof. It is obvious to see that the function

β ∈ (0,∞) 7→ logZβ , (23)

is a C∞ function. Then, by the dominated convergence theorem, we have

〈〈γβ , U〉〉 = − d

dβ
logZβ ,

and

d

dβ
〈〈γβ , U〉〉 = −

∫

X′
(U − 〈〈γβ , U〉〉)2dγβ < 0.

Hence, the function β ∈ (0,∞) 7→ 〈〈γβ , U〉〉 is strictly decreasing and con-

tinuous. To prove the uniqueness and existence of γβ∗ it is enough to show

that

lim
β→+∞

EU (γβ) < 0. (24)

By assumption, there exists u0 ∈]0, 1[ such that µ({x : U(x) < u0}) > 0.

Then, for β > 0, we have
∫

X′
e−βU(x)dµ(x) ≥ e−βu0µ({x : U(x) ∈ [0, u0)}),

and

∫
X′(U(x)− u0)e

−βU(x)dµ(x)

≤ e−βu0

∫

X′
(U(x)− u0)e

−β(U(x)−u0)1{x:U(x)>u0}dµ(x)

≤ e−βu0

β
sup
y≥0

{ye−y}.

Therefore, there exists a constant C < ∞ such that

〈〈γβ , U〉〉 = u0 +

∫
X′(U(x)− u0)e

−βU(x)dµ(x)

Zβ
≤ u0 +

C

β
.

Now, we consider the limit when β → ∞ and we obtain the limit (24).

The main result of this section is the following.

Theorem 3.1. Suppose that µ({x : U(x) < 1}) > 0 and EU (µ) > 0. Then,

the set M of the minimizers of the entropy is reduced to the unique Gibbs

measure γβ∗ . Moreover, for all measurable set Γ ⊂ F ′
θ(N

′)1,+, we have

lim
δ→0

lim
n→∞

P((Y1, ..., Yk) ∈ Γ|LY
n ∈ Aδ) = γk

β∗(Γ) (25)
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Proof. By the preceding lemma, the obtained Gibbs measure γβ∗ belongs

to the set F0. We obtain

H(γβ∗ |µ) =
∫

X′

dγβ∗

dµ
log

dγβ∗

dµ
dµ

=

∫

X′
log

e−β∗U(x)

Zβ∗
dγβ∗

=

∫

X′
(−β∗U(x)− logZβ∗)dγβ∗

= −β∗〈〈γβ∗ , U〉〉 − logZβ∗ < ∞. (26)

Therefore, inf
Ψ∈F0

H(Ψ|µ) < ∞. Since H(.|µ) is strictly convex, it follows that

there exists a unique ν0 ∈ F0 such that M = {ν0}, therefore we have

H(ν0|µ) ≤ H(γβ∗ |µ).

Then,

−H(ν0|γβ∗) ≥ −H(ν0|γβ∗) +H(ν0|µ)−H(γβ∗ |µ).

By the equivalence of the measures µ and γβ∗ , we have

H(ν0|µ)−H(ν0|γβ∗) = −
∫

X′
log

dµ

dγβ∗
dν0

= −
∫

X′
log

(
Zβ∗eβ

∗U(x)
)
dν0

= − logZβ∗ − β∗〈〈ν0, U〉〉. (27)

Therefore, it follows that

−H(ν0|γβ∗) ≥ β∗(〈〈γβ∗ , U〉〉 − 〈〈ν0, U〉〉)
= β∗(1− 〈〈ν0, U〉〉).

Then, H(ν0|γβ∗) ≤ 0 since EU (ν0) ≤ 0 ( because ν0 ∈ F0) and β∗ ≥ 0.

Therefore, ν0 = γβ∗ and M = {γβ∗}.

4. The interacting case

In this section, we investigate the case where interaction is present. This

case is interesting from a physical point of view. Let us consider a real
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valued two-variables test function U ∈ F(θ,θ)(N
′×N ′).6 Now, define in this

case the energy functional

EU : F ′
θ(N

′)1,+ → [−1,∞]

Ψ 7→ EU (Ψ) = 〈〈Ψ⊗Ψ, U〉〉 − 1,
(28)

where by definition of the tensor product of measures

〈〈Ψ⊗Ψ, U〉〉 =
∫
X′×X′ U(x, y)dΨ(x)dΨ(y).

In the sequel, we denote by Aδ the set

Aδ = {Ψ : |EU (Ψ)| ≤ δ}, δ > 0.

Since 〈〈Ψ⊗Ψ, U〉〉 represents the duality between F ′
θ(N

′×N ′) and Fθ(N
′×

N ′) (see Ref. 6 for more details), the continuity of the map Ψ 7→ 〈〈Ψ⊗Ψ, U〉〉
follows immediately. Therefore the sets Aδ are closed.

In the next, we would like to prove that, as in the non interacting case,

the set M of the minimizers of the Hamiltonian defined in (31) is consisting

of a unique Gibbs measure γβ satisfying

dγβ
dµ

=
e−β〈〈γβ ,Ux〉〉

Zβ
, (29)

where Ux is the one variable test function given by Ux(y) = U(x, y) and

the normalizing constant Zβ denotes the partition function

Zβ =

∫

X′
e−β〈〈γβ ,Ux〉〉dµ(x). (30)

For this purpose, we introduce the following assumptions:

Assumption (1) For any distributions Ψ1, Ψ2 ∈ F ′
θ(N

′)1,+ such that

H(Ψi|µ) < ∞, i = 1, 2, we have

〈〈Ψ1 ⊗Ψ2, U〉〉 ≤ 1

2
(〈〈Ψ1 ⊗Ψ1, U〉〉+ 〈〈Ψ2 ⊗Ψ2, U〉〉).

Assumption (2) For the fixed probability measure µ, we have
∫

X′×X′
U(x, y)dµ(x)dµ(y) ≥ 1.

Assumption (3) There exists a positive distribution Ψ ∈ F ′
θ(N

′)1,+ such

that H(Ψ|µ) < ∞ and 〈〈Ψ⊗Ψ, U〉〉 < 1.

To prove the existence of Gibbs measures, it is natural to define the

following interaction Hamiltonian

Hβ(Ψ) = H(Ψ|µ) + β

2
〈〈Ψ⊗Ψ, U〉〉, β ∈ [0,∞). (31)
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Now, we give the following series of results which are the key properties of

the Gibbs measures that are related to the Hamiltonian Hβ(.):

Lemma 4.1. Assume that Assumption (1) is fulfilled. Then, for each β ≥
0, there exists a unique minimizer of Hβ(.) denoted γβ ∈ F ′

θ(N
′)1,+ such

that

dγβ
dµ

=
e−β〈〈γβ ,Ux〉〉

Zβ
. (32)

Proof. Let β ≥ 0 be fixed. Then, by definition, we have

H(Ψ|µ) ≤ Hβ(Ψ), Ψ ∈ F ′
θ(N

′)1,+.

Further, H(.|µ) is a good rate function, and by the continuity of the map

Ψ 7→ 〈〈Ψ⊗Ψ, U〉〉, Hβ(.) is also a good rate function. Moreover, Hβ(µ) < ∞.

Hence, there exists Ψ0 ∈ F ′
θ(N

′)1,+ such that

Hβ(Ψ0) = inf{Hβ(Ψ) : Ψ ∈ F ′
θ(N

′)1,+} < ∞.

Now, using Assumption (1) together with the convexity of the function

H(.|µ), we obtain

Hβ

(
Ψ1 +Ψ2

2

)
≤ 1

2
Hβ(Ψ1) +

1

2
Hβ(Ψ2),

if Hβ(Ψi) < ∞ for i = 1, 2. Then, for all integers k, n with 1 ≤ k ≤ 2n, we

extend the preceding inequality by iterations to cover k
2nΨ1+(1− k

2n )Ψ2 and

we have the convexity of the function Hβ(.) as a consequence of its lower

semi-continuity. Moreover, Hβ(.) is strictly convex by the strict convexity

of H(.|µ). Therefore, let γβ denotes the associated measure to the unique

minimizer γβ of Hβ(.).

Let f =
dγβ

dµ and consider the set A = {x : f(x) = 0}. We would like to

prove that µ(A) = 0. Assume that a = µ(A) > 0 and define the following

probability measure Ψ ∈ F ′
θ(N

′)1,+ by

dΨ(x) =
1

a
1Adµ(x).

Note that for all t ∈ [0, 1], the distribution Ψt = tΨ+(1− t)γβ ∈ F ′
θ(N

′)1,+
defines a probability measure. The supports of Ψ and γβ are disjoint, then

by a direct computation, we have

0 ≤ 1
t (Hβ(Ψt)−Hβ(γβ))

= Hβ(Ψ)−Hβ(γβ) + log t

+ 1−t
t log(1− t)− β

2 (1− t)〈〈(γβ −Ψ)⊗2, U〉〉.
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On the other hand, since H(Ψ|µ) = − log a < ∞ then Hβ(Ψ) < ∞.

Now, when considering the limit t ↓ 0, the preceding inequality results

with a contradiction. Therefore, it remains to prove that (32) holds. So, let

us fix a test function φ ∈ Fθ(N
′)+, φ 6= 0 and δ = 2|‖φ‖θ,m,p > 0. For all

t ∈]− δ, δ[, let Ψt ∈ F ′
θ(N

′)1,+ be the probability measure given by

dΨt

dγβ
= 1 + t(φ− 〈〈γβ , φ〉〉).

Note that the function t 7→ Hβ(Ψt) is differentiable and possesses a mini-

mum at t = 0. Then, it follows that dHβ(Ψt)/dt = 0 at t = 0 which leads

to

0 =
∫
X′ (φ− 〈〈γβ , φ〉〉) (log f + β〈〈γβ , Ux〉〉) dγβ

=
∫
X′ φf (log f + β〈〈γβ , Ux〉〉 −H(γβ |µ)− β〈〈γβ ⊗ γβ , U〉〉) dµ.

Therefore, (32) holds since φ is arbitrary, f > 0, µ-a.e. and H(γβ |µ) and

β〈〈γβ ⊗ γβ , U〉〉 are finite constants.

Lemma 4.2. Assume that assumption (1) is fulfilled. Then, the function

g : β ∈ [0,∞) 7→ 〈〈γβ ⊗ γβ , U〉〉

is continuous.

Proof. Define a sequence {βn}n≥1 such that βn → β ∈ [0,∞). Then, the

sequence {βn} is bounded and therefore there exists a compact level set C

of H(.|µ) such that {γβn
} ⊂ C. Hence, the sequence {γβn

} has one limit

point Ψ. By the characterization of the measure γβn
, we have

Hβ(Ψ) ≤ lim inf
n→∞

Hβn
(γβn

) ≤ lim inf
n→∞

Hβn
(γβ) = Hβ(γβ).

Finally, using Lemma 4.1, the sequence {γβn
} converges to γβ and the

continuity of β 7→ g(β) follows.

Lemma 4.3. Assume that the assumptions (1), (2) and (3) are fulfilled

and define

β∗ := inf{β ≥ 0 : g(β) ≤ 1}. (33)

Then, β∗ < ∞ and g(β∗) = 1.

Proof. Let Ψ fulfilling Assumption (3). Then, by Lemma 4.1, we have

g(β) ≤ 2

β
Hβ(γβ) ≤ H(Ψ|µ) + 〈〈Ψ⊗Ψ, U〉〉, ∀β > 0,
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since H(.|µ) ≥ 0. Hence,

lim sup
β→∞

g(β) ≤ 〈〈Ψ⊗Ψ, U〉〉 < 1.

Now, by Assumption (2), γ0 = µ and g(0) ≥ 1. Finally, Lemma 4.2 leads

to β∗ < ∞ and g(β∗) = 1.

So we obtain the next result.

Theorem 4.1. Assume that the assumptions (1), (2) and (3) are fulfilled.

Then, M = {γβ∗} and for every measurable subset Γ ⊂ F ′
θ(N

′)1,+, we have

lim
δ→0

lim
n→∞

P((Y1, ..., Yk) ∈ Γ|LY
n ∈ Aδ) = γk

β∗(Γ) (34)

where β∗ is as defined in (33) and γβ∗ denotes the Gibbs measure which

corresponds to the unique minimizer of Hβ(.).

Proof. Since the functional EU is continuous. Then, we can take Fδ = Aδ

and therefore F0 = A0 = {Ψ : 〈〈Ψ⊗Ψ, U〉〉 = 1}. Note that γβ∗ ∈ F0 yields

to infΨ∈F0
H(Ψ|µ) < ∞ and M 6= Ø. Moreover, by a direct computation,

we observe that for Ψ ∈ F0 and H(Ψ|µ) < ∞,

H(Ψ|µ)−H(Ψ|γβ∗)−H(γβ∗ |µ)
= β∗ (〈〈γβ∗ ⊗ γβ∗ , U〉〉 − 〈〈γβ∗ ⊗Ψ, U〉〉)
≥ β∗

2 (〈〈γβ∗ ⊗ γβ∗, U〉〉 − 〈〈Ψ⊗Ψ, U〉〉) ,

where the inequality holds by Assumption (1). We note that

〈〈γβ∗ ⊗ γβ∗, U〉〉 = 〈〈Ψ⊗Ψ, U〉〉 = 1,

since the distributions γβ∗ and Ψ are elements of F0 and therefore

H(Ψ|µ)−H(Ψ|γβ∗)−H(γβ∗ |µ) ≥ 0.

Thus, for Ψ ∈ M, we have

−H(Ψ|γβ∗) ≥ −H(Ψ|γβ∗) +H(Ψ|µ)−H(γβ∗ |µ) ≥ 0.

which leads to Ψ = γβ∗ . Hence, M = {γβ∗} and the conditional law in this

interacting case, given by the equality (34), follows from Theorem 2.3.
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1. Introduction

The notion of Markov property was invented by L. Accardi in the non-

commutative (or quantum probabilistic) setting.1,5 This Markov property

is based on a completely positive, identity preserving map, so-called quasi-

conditional expectation and it was formulated in the tensor product of

matrix algebras. A state of a tensor product system is Markovian if and

only if the von Neumann entropy increase is constant. This property and

a possible definition of the Markov condition was suggested in Ref. 17. A

remarkable property of the von Neumann entropy is the strong subadditiv-

ity10,12,16,19 which plays an important role in the investigations of quantum

system’s correlations. The above mentioned constant increase of the von

Neumann entropy is the same as the equality for the strong subadditivity

of von Neumann entropy. Moreover the exact structure of such states was

also established.10,11
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However a pivotal example of quantum composite systems is tensor

product of Hilbert spaces, the definition of Markov property has been given

under a very general setting that is not limited to the most familiar case

of tensor-product systems.4 That is, it does not require in priciple any spe-

cific algebraic location among systems imbedded in the total system. A

very important example from this point of view the algebra of the Canon-

ical Anticommutation Relation or briefly CAR algebra, that serve as the

description of fermion lattice systems. Fermions are particles with half-

integer spin, satisfy Fermi-Dirac statistics, which is the algebraic statement

of the Pauli exclusion principle. The requirement that the wave-function of

n indistinguishable particles should be antisymmetric of the position vari-

ables ensures that the wave-function is zero if any two particles sit at the

same point. This anti-symmetry can be ensured if we use creation and an-

nihilation operators obeying the following anti-commutation relations. For

I ⊂ Z, let A(I) be the CAR algebra, i.e. a unital C∗-algebra generated by

the elements {ai : i ∈ I} satisfying the anticommutation relations

aiaj + ajai = 0,

aia
∗
j + a∗jai = δi,j1

for i, j ∈ I. From the first relation we have (a∗i )
2 = 0 for all i, which

expresses that we cannot create two particles in the same state. When the

set I is countable, the CAR algebra is isomorphic to the C∗-infinite tensor

product ⊗IM2(C)
C∗

, but the isomorphism does not preserve the natural

localization. The elements of the disjoint subsystems do not commute in

contrast to the tensor product case. In spite of these difficulties the strong

subadditivity of von Neumann entropy also holds for CAR algebras.7,14,22

Moreover a similar equivalence relation of the Markov property and the

strong additivity of von Neumann entropy was showed for a relevant subset

of states, for so called even states.13 In this paper we give a slight extension

of this result for any states, with some constraints for fixed point algebras.

2. The CAR algebra

In this section we summarize known properties of the algebra of the canoni-

cal anticommutation relation. The works6,7,9 contain all what we need with

other details.

Definition 2.1. For I ⊂ Z, the unital C*-algebra A(I) generated by the
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elements satisfying the canonical anticommutation relations, i.e.

aiaj + ajai = 0, (1)

aia
∗
j + a∗jai = δi,j1 (2)

for i, j ∈ I is called a CAR algebra.

The operators a∗ and a are often called creator and annihilator, respec-

tively. It is easy to see that A(I) is the linear span of the identity and

monomials of the form

Ai(1)Ai(2) . . . Ai(k), (3)

where i(1) < i(2) < · · · < i(k) and each factor Ai(j) is one of the four

operators ai(j), a
∗
i(j), ai(j)a

∗
i(j) and a∗i(j)ai(j). The CAR algebra A is defined

by

A ≡
∨

l∈L

A ({l})
C∗

.

It is known that for I = {1, 2, . . . , n}, A(I) is isomorphic to a matrix algebra

M2n(C) ≃ M2(C)

1

⌣⊗ · · · ⊗M2(C)

n

⌣

. An explicit isomorphism is given by the

so-called Jordan-Wigner isomorphism. Namely, the relations

e
(i)
11 : = aia

∗
i e

(i)
12 : = Vi−1ai

e
(i)
21 : = Vi−1a

∗
i e

(i)
22 : = a∗i ai

Vi :=
i∏

j=1

(I − 2a∗jaj)

determine a family of mutually commuting 2 × 2 matrix units for i ∈ I.

Since

ai =
i−1∏

j=1

(
e
(j)
11 − e

(j)
22

)
e
(i)
12 ,

the above matrix units generate A(I) and give an isomorphism between

A(I) and M2(C)⊗ · · · ⊗M2(C):

e
(1)
i1j2

e
(2)
i2j2

. . . e
(n)
injn

←→ ei1j1 ⊗ ei2j2 ⊗ · · · ⊗ einjn . (4)
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(Here eij stand for the standard matrix units in M2(C).) Let J ⊂ Z. There

exists a unique automorphism ΘJ of A(Z) such that

ΘJ(ai) = −ai and ΘJ(a
∗
i ) = −a∗i (i ∈ J)

ΘJ(ai) = ai and ΘJ (a
∗
i ) = a∗i (i /∈ J).

In particular, we write Θ instead of ΘZ. ΘJ is inner i.e. there exists a vJ
self-adjoint unitary in A(J) given by

vJ ≡
∏

i∈J

vi, vi ≡ a∗i ai − aia
∗
i (5)

such that ΘJ(A) = (AdvJ)A ≡ vJAv
∗
J for any a ∈ A(J). The odd and

even parts of AI are defined as

A(I)+ : = {A ∈ A(I) : ΘI(A) = A}, (6)

A(I)− : = {A ∈ A(I) : ΘI(A) = −A}. (7)

Remark that A(I)+ is a subalgebra but A(I)− is not. The graded com-

mutation relation for CAR algebras is known: if A ∈ A(K) and B ∈ A(L)

where K ∩ L = ∅ , then

AB = ǫ(A,B)BA (8)

where

ǫ(A,B) =

{−1 if A and B are odd

+1 otherwise.
(9)

The parity automorphism is the special case of the action of the gauge

group {αθ : 0 ≤ θ < 2π} with

αθ(ai) = e−iθai.

An element a ∈ A is gauge-invariant if αθ(a) = a for all 0 ≤ θ < 2π. A

state φ on the CAR algebra A is called even state if it is Θ-invariant:

φ(Θ(A)) = φ(A) (10)

for all a ∈ A. Note that φ(A) = 0 for all A ∈ A− is equivalent to the

condition that φ is even state of A. Let I and J be two disjoint subsets of

Z. We say that φ is a product state with respect to A(I) and A(J), if

φ(AB) = φ(A)φ(B) (11)
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holds for all A ∈ A(I) and B ∈ A(J). If a state φ of the joint system

A(I ∪ J) (which is the same as the C*-algebra generated by A(I) and

A(J)) coincides with φI on A(I) and ωJ on A(J), i.e.

φ(A) = φI(A), A ∈ A(I) (12)

φ(B) = ωJ (B), B ∈ A(J), (13)

then φ is called the joint extension of φI and ωJ . As a special case, if

φ(AB) = φI(A)ωJ (B) ≡ φI ∧ ωJ(AB), (14)

then φ = φI ∧ ωJ is called a product state extension of φI and ωJ .

A product state extension does not exist unconditionally. Indeed, suppose

that both A and B are odd elements. If the product state extension of φI

and ωJ exist, then

φI(A)ωJ(B) = φI ∧ ωJ(AB) = φI ∧ ωJ((AB)∗)

= φI ∧ ωJ(B∗A∗) = −φI ∧ ωJ (A∗B∗)

= −φI(A∗)ωJ(B∗) = −φI(A)ωJ(B),

where we have used (8). This shows that at least one of two states must be

even, i.e. must vanish on odd elements. This result was generalized in8 in

the following form:

Theorem 2.1. Let I1, I2, . . . be an arbitrary (finite or infinite) number of

mutually disjoint subsets of Z and φi be a given state of A(Ii) for each i.

(1) A product state extension of φi, i = 1, 2, . . . exists if and only if all

states φi except at most one are even. It is unique if it exists. It is even

if and only if all φi are even.

(2) Suppose that all φi are pure. If there exists a joint extension of φi,

i = 1, 2, . . . , then all states except at most one have to be even. If this

is the case, the joint extension is uniquely given by the product state

extension and is a pure state.

A state τ is called tracial state if τ(AB) = τ(BA) for all A,B ∈ A. We

remark that the existence of a tracial state follows from the isomorphism
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(4) immediately. A tracial state τ is an even product state.7 The right

shift automorphism γ on A is defined by γ(ai) = ai+1 and γ(a∗i ) = a∗i+1

for all ai, a
∗
i ∈ A, i ∈ Z. A state φ on A is translation invariant if

φ ◦ γ = φ holds. It is important to know that any translation invariant

state is automatically even.9 Let B ⊂ A be a subset of a C*-algebra A. The

commutant of B is defined by

B′ = {A ∈ A : AB = BA, ∀B ∈ B}. (15)

It is a unital subalgebra of A and plays an important role in our investi-

gations. The commutants in the CAR algebra are given by the following

theorem.7

Theorem 2.2. For a finite I ⊂ Z,

(1) A(I)′ ∩ A = A (Ic)
+
+ vIA (Ic)

−

(2) (A(I)+)
′ ∩ A = A (Ic) + vIA (Ic) ,

where Ic denotes the complementer set of I.

The fundamental object of the Markov property is the conditional expec-

tation. Now we investigate the existence of the conditional expectation in

the CAR algebra case. Recall the following definition.

Definition 2.2. By a (Umegaki) conditional expectation E : A →

B ⊂ A we mean a norm-one projection of the C∗-algebra A onto the C∗-

subalgebra B.

One can check that the map E is automatically a completely positive

identity-preserving B-bimodule map. For CAR algebras the existence of

conditional expectation which preserves the tracial state τ follows from

generalities about conditional expectations or the isomorphism (4). Inspite

of these, it is useful to have a construction for EI
J following the original

proof.7

Lemma 2.1. Let J ⊂ I. Then A(J) ⊂ A(I) and there exists a unique

conditional expectation EI
J : A(I) → A(J) which preserves the trace, i.e.
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τ ◦ EI
J = τ .

Proof. The C*-algebra generated by the commuting subalgebras A(I) and

A(I \ J)+ is isomorphic to their tensor product. We have a conditional

expectation

F1 : A(I) → A(J)⊗A(I \ J)+, F1(A) =
1

2

(
A+ΘI\J(A)

)
(16)

and another

F2 : A(J)⊗A(I \ J)+ → A(J), F2(A⊗B) = τ(B)A. (17)

The composition F2 ◦ F1 is EI
J .

To have an example, assume that I = [1, 4], J = [1, 2] and consider the

action of the above conditional expectations on terms like (3). F1 keeps

a1a
∗
2a2a

∗
3a4 fixed and F2 sends it to a1a

∗
2a2τ(a

∗
3)τ(a4) = 0. Moreover, EI

J

sends a1a
∗
2a2a3a

∗
3a

∗
4a4 to a1a

∗
2a2τ(a3a

∗
3)τ(a

∗
4a4). It is important to make

here a remark. For arbitrary subsets J1, J2 ⊂ I

EI
J1
|A(J2) = EJ2

J1∩J2
(18)

holds. This means that we have a commuting square:

A(J1 ∩ J2)

A(I)

A(J1) A(J2)

H
H

H
H

HY

©
©

©
©

©¼

©
©

©
©

©¼

H
H

H
H

HY

EJ1

J1∩J2

EI
J1

3. The strong subadditivity of the von Neumann entropy

and the Markov property

Consider a noncommutative probability space (A, φ) , where A is a finite

C*-algebra, and φ is a normal, faihful state on A given with a density

matrix ρ. (Often we use the same notation for the state and for its density

matrix.) The von Neumann entropy is defined by the formula

S(φ) ≡ S(ρ) := −Tr ρ log ρ. (19)

Usually, the logarithms are taken to base two. From the definition it is

clear that S(ρ) ≥ 0 and the equality holds if and only if ρ is a one-rank
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projection, i.e. the state is pure. As the von Neumann entropy is the trace of

a continous function of the density matrix, hence it is a continous function

on the states. To deduce some properties of the von Neumann entropy, it

is useful to introduce the concept of relative entropy. Assume that ρ and σ

are density matrices of the states φ and ω, respectively on a Hilbert space

H, then their relative entropy is defined by

S(φ||ω) ≡ S(ρ||σ) =
{
Tr ρ(log ρ− log σ) if supp ρ ⊂ suppσ,

+∞ otherwise.
(20)

As S(ρ||σ) ≥ 0 with equality if and only if ρ = σ, it is natural to consider

the relative entropy as some kind of a distance measure on the set of states,

even though it is not symmetric in its arguments and does not satisfy the

triangle inequality. The von Neumann entropy and the relative entopy play

an important role in the investigations of quantum systems’s correlations.

The von Neumann entropy is subadditive, i.e.

S(φ12) ≤ S(φ1) + S(φ2),

where φ12 is a normal state of the composite system of A12 = A1⊗A2, and

the equality holds if and only if φ12 is product of its marginals, i.e. φ12 =

φ1 ⊗ φ2, that is the noncommutative analogue of the independent random

variables. We also have the remarkable strong subadditivity property.12 Let

A1,A2,A3 be subalgebras of B(H), representing three quantum systems

and set A123 = A1 ⊗ A2 ⊗ A3, A12 = A1 ⊗ A2, A23 = A2 ⊗ A3 as their

several compositions. For a state φ123 of A123 we denote by φ12, φ23 and φ2

its restrictions to A12, A23 and A2, respectively. The strong subadditivity

asserts, that

S(φ123) + S(φ2) ≤ S(φ12) + S(φ23).

It is a natural to ask, whether the strong subadditivity of von Neumann en-

tropy also holds for CAR algebras? The root of the problem is the difference

between the three fold tensor product system and the CAR algebra from the

point of view of the commutation of the subsystems. Indeed, however when

the set I is countable, the CAR algebra is isomorphic to the C∗-infinite

tensor product ⊗IM2(C)
C∗

as we saw, but the isomorphism does not pre-

serve the natural localization. The elements of the disjoint subsystems do

not commute in contrast to the tensor product case. In spite of these dif-

ficulties the strong subadditivity of von Neumann entropy also holds for

CAR algebras:7,14,22 let I and J be two arbitrary subsets of Z and denote

A(I ∪J), A(I), A(J) and A(I ∩J) the CAR algebras corresponding to the
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sets I ∪J , I, J and I ∩J , respectively as usual with the states ρI∪J , ρI , ρJ
and ρI∩J . Then

S(ρI) + S(ρJ) ≥ S(ρI∩J ) + S(ρI∪J) (21)

holds. It is interesting to find the states which saturates the strong sub-

additivity of von Neumann entropy with equality. The following theorem

gives an equivalent condition for the equality.16,18–20,22

Theorem 3.1. Assume that ρI∪J is invertible. The equality holds in the

strong subadditivity of entropy if and only if the following equivalent condi-

tions hold

(1) log ρI∪J − log ρJ = log ρI − log ρI∩J

(2) ρI∪J
itρJ

−it = ρI
itρI∩J

−it, t ∈ R.

We can reformulate the strong subadditivity of von Neumann entropy (21)

by the relative entropy as

S(ρI∪J ||ρJ) ≥ S(ρI ||ρI∩J) (22)

or equivalently with the help of the conditional expectation EI∪J
I

S(ρI∪J ||ρJ ) ≥ S(EI∪J
I (ρI∪J )||EI∪J

I (ρJ )). (23)

Uhlmann’s monotonicity theorem tell us, that if α : A1 → A2 is a uni-

tal Schwarz mapping between C*-algebras, i.e. α is linear and fulfill the

α(A∗A) ≥ α(A)∗α(A) so-called Schwarz inequality for all A ∈ A1, then for

states ω and φ of A2 the inequality:

S(ω ◦ α||φ ◦ α) ≤ S(ω||φ)

or equivalently with the dual map T

S(ρ||σ) ≥ S(T (ρ)||T (σ))

holds, where ρ and σ are the density matrices of ω and φ, respectively.

As EI∪J
I is a completely positive unital trace preserving map, it satisfies

the Schwarz inequality, hence the strong subadditivity of von Neumann

entropy follows from the Uhlmann’s theorem immediately. For this reason

we characterize the equality case in the Uhlmann’s theorem:15,18,20
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Theorem 3.2. Let T be a coarse graining, i.e. a trace preserving, 2-positive

linear map. For states ρ and σ,

S(ρ||σ) = S(T (ρ)||T (σ))

if and only if there exists a coarse graining T̂ such that

T̂ T (ρ) = ρ, T̂T (σ) = σ.

To give the definition of Markov triplets, we need recall the definition of

the quasi-conditional expectation in the context of the CAR algebras.4

Definition 3.1. Let I and J be two arbitrary subsets of Z. Consider

a triplet A(I \ J) ⊂ A(I) ⊂ A(I ∪ J) of CAR subalgebras. A quasi-

conditional expectation w.r.t the given triplet, is a completely positive,

identity-preserving linear map γ : A(I ∪ J) → A(I) such that

γ(xy) = xγ(y), x ∈ A(I \ J), y ∈ A(I ∪ J). (24)

We also have γ(yx) = γ(y)x as γ is a real map. The definition of Markov

triplet is the following.

Definition 3.2. Let I and J be two arbitrary subsets of Z. A state φI∪J

on the CAR algebra A(I ∪J) is called a Markov triplet corresponding to

the localization {A(I \J),A(I),A(I∪J)} if there exists a quasi-conditional

expectation γ w.r.t the triplet A (I \ J) ⊂ A(I) ⊂ A(I ∪ J) satisfying

φI ◦ γ = φI∪J , (25)

E (A(J)) ⊂ A(I ∩ J). (26)

Here the subalgebras A(I \ J), A(I) and A(I ∪ J) symbolize the past, the

present and the future, respectively. For (25) we also say that the state

φI∪J is compatible with the map γ. Condition (26) is the Markov property
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which possesses the usual interpretation: the future does not depend on the

past but only the present.

It has been shown that the Markovianity is tightly related to the strong

subadditivity of von Neumann entropy. Namely, a state of a three-composed

tensor-product system is a Markov state if and only if it takes the equal-

ity for the strong subadditivity inequality of entropy.10,18,20 Moreover a

translation invariant quantum Markov state of the quantum spin algebra

has a constant entropy increment at each step by the strong additivity, see

Proposition 11.5 in Ref. 16. Our goal to investigate this situation in the

CAR case: we prove the equivalence between the Markov states and the

states which fulfill the strong additivity of von Neumann entropy in the

CAR algebras whenever the states are even. This result was also showed in

Ref. 13 in other context.

Theorem 3.3. Let I and J be two arbitrary subsets of Z. Let φI∪J

be an even state on the CAR algebra A(I ∪ J) with the density ma-

trix ρI∪J . Then φI∪J is a Markov state corresponding to the localization

{A(I \J),A(I),A(I ∪J)} if and only if it saturates the strong subadditivity

inequality of entropy , ie.

S(ρI) + S(ρJ ) = S(ρI∩J) + S(ρI∪J ), (27)

where ρJ , ρI and ρI∩J are the density matrices of the appropriate restric-

tions of φI∪J .

Proof. At first let suppose that we (27) holds or by expressing with the

relative entropy we have

S(ρI∪J ||ρJ ) = S(ρI ||ρI∩J). (28)

Let’s define the map

γ(X) = ρI∩J
−1/2EI∪J

I (ρJ
1/2XρJ

1/2)ρI∩J
−1/2, X ∈ A(I ∪ J). (29)

It is clear, that γ : A(I ∪J) → A(I). We show that γ is a quasi-conditional

expectation with respect to the desired triplet, which preserves the even

state φI∪J , that is φI∪J is a Markov state. It is obvious that γ is completely
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positive and preserves the identity. We show that A(I \ J) ⊂ Fix(γ), the

fixpoint algebra of γ. For any X ∈ A(I \ J) ⊂ A(I) we have

γ(X) = ρI∩J
−1/2EI∪J

I (ρJ
1/2XρJ

1/2)ρI∩J
−1/2

= XρI∩J
−1/2EI∪J

I (ρJ)ρI∩J
−1/2 = X,

where we have used that ρI∩J commutes with any element of A(I \ J)

since φI∪J and its all restrictions are even, and EI∪J
I (ρJ) = ρI∩J by the

commuting square property. So, get that γ leaves the elements of the algebra

A(I \ J) fixed. We remark that

A(I \ J)+ ⊂ Fix(γ), (30)

always, even if φI∪J is not an even state. If X ∈ A(I \J) and Y ∈ A(I ∪J)

then

γ(XY ) = ρI∩J
−1/2EI∪J

I (ρJ
1/2XY ρJ

1/2)ρI∩J
−1/2 (31)

= XρI∩J
−1/2EI∪J

I (ρJ
1/2Y ρJ

1/2)ρI∩J
−1/2 = Xγ(Y ) (32)

which shows the modular property. We remark again, that γ(XY ) = Xγ(Y )

holds for all X ∈ A(I \ J)+, Y ∈ A(I ∪ J), even if φI∪J is not even. For

any X ∈ A(J)

γ(X) = EI∪J
I (ρI∩J

−1/2ρJ
1/2XρJ

1/2ρI∩J
−1/2)

= EI∪J
I

(
EI∪J

J (ρI∩J
−1/2ρJ

1/2XρJ
1/2ρI∩J

−1/2)
)

= EI∪J
I∩J (ρI∩J

−1/2ρJ
1/2XρJ

1/2ρI∩J
−1/2),

by the commuting square property, that is γ(A(J)) ⊂ A(I∩J) holds. These
properties show that γ is a quasi-conditional expectation with respect to

the triple

A(I \ J) ⊂ A(I) ⊂ A(I ∪ J).

Our assumption (28), according to the Theorem 3.1, is equivalent with

ρI∪J
itρJ

−it = ρI
itρI∩J

−it, t ∈ R,

or by the analytic continuation for t = −i we have

ρI∪JρJ
−1 = ρIρI∩J

−1. (33)
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With the help of this relation we get for any X ∈ A(I ∪ J)

φI (γ(X)) = τ
(
ρIE

I∪J
I (ρI∩J

−1/2ρJ
1/2XρJ

1/2ρI∩J
−1/2)

)

= τ
(
EI∪J

I (ρI
1/2ρI∩J

−1/2ρJ
1/2XρJ

1/2ρI∩J
−1/2ρI

1/2)
)

= τ
(
ρI

1/2ρI∩J
−1/2ρJ

1/2XρJ
1/2ρI∩J

−1/2ρI
1/2

)

= τ
(
ρI∪J

1/2XρI∪J
1/2

)
= φI∪J(X),

which means that φI ◦ γ = φI∪J , so φI∪J is a Markov state.

For the converse statement let consider a Markov state φI∪J ie.

φI ◦ F = φI∪J (34)

and

F (A(J)) ⊂ A(I ∩ J) (35)

where F is a quasi-conditional expectation with respect to the triple A(I \
J) ⊂ A(I) ⊂ A(I ∪ J). Let denote F ∗ the dual map of F with respect to

the Hilbert-Schmidt scalar product 〈X,Y 〉 = τ(X∗Y ). In this case for any

X ∈ A(I ∪ J) we have

φI∪J (X) = τ (ρI∪JX) = 〈ρI∪J , X〉
= φI (F (X)) = τ (ρIF (X))

= 〈ρI , F (X)〉 = 〈F ∗(ρI), X〉
which shows that

F ∗(ρI) = ρI∪J . (36)

Now suppose that X ∈ A(J). We get

φI∪J (X) = φJ (X) = τ (ρJX)

= 〈ρJ , X〉 = φI (F (X))

= φI∩J (F (X)) = τ (ρI∩JF (X))

= 〈ρI∩J , F (X)〉 = 〈F ∗(ρI∩J), X〉
where we used that (34) and (35). The computation above shows that

F ∗(ρI∩J) = ρJ (37)

also holds. As F ∗ is a dual of a quasi-conditional expectation, it is com-

pletely positive and trace preserving, i.e. it is a coarse graining, so with the

equations (36) and (37) F ∗ fulfill the the necessary and sufficient condi-

tions of the Theorem 3.2. We proved that we have equality in the strong
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subadditivity of von Neumann entropy for all Markovian state without any

restriction for its evenness.

From the proof it turns out attending to (30) and the remark after (31),

that we can leave the condition of the evenness of our state, if we require a

stronger condition to our localization:

Corollary 3.1. Let I and J be two arbitrary subsets of Z. Let φI∪J be any

state on the CAR algebra A(I∪J) with the density matrix ρI∪J . Then φI∪J

is a Markov state corresponding to the localization {A(I \ J)+,A(I),A(I ∪

J)} if and only if it saturates the strong subadditivity inequality of entropy,

ie.

S(ρI) + S(ρJ) = S(ρI∩J ) + S(ρI∪J),

where ρJ , ρI and ρI∩J are the density matrices of the appropriate restric-

tions of φI∪J .

Corollary 3.2. An even state φ on A is quantum Markov state, ie. for

each n ∈ N, there exists a quasi-conditional expectation En w.r.t the triplet

A (n− 1]) ⊂ A (n]) ⊂ A (n+ 1]) satisfying

φn] ◦ En = φn+1],

En (A ([n, n+ 1])) ⊂ A ({n}) ,

if and only if

S
(
φn+1]

)
+ S

(
φ{n}

)
= S

(
φ[n,n+1]

)
+ S

(
φn]

)

for all n.
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Proof. For a fixed n, with the choice I = n] , J = [n, n+ 1] the quantum

Markov state become a Markov triplet. By using the theorem above for all

n we get the statement.
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1. Quantum Fokker–Planck model

This paper is concerned with the long-time asymptotics of quantum Fokker–

Planck (QFP) models, a special type of open quantum systems that mod-

els the quantum mechanical charge-transport including diffusive effects, as

needed, e.g., in the description of quantum Brownian motion, quantum

optics, and semiconductor device simulations. We shall consider two equiv-

alent descriptions, the Wigner function formalism and the density matrix

formalism. We continue our analysis that we commenced in [2].

In the quantum kinetic Wigner picture a quantum state is described by

the real valued Wigner function w(x, v, t), where (x, v) ∈ R2 denotes the

position–velocity phase space. Its time evolution in a harmonic confinement

potential V0(x) = ω2 x2

2 with ω > 0 is given by the Wigner Fokker–Planck

equation

∂tw = ω2x∂vw − v∂xw +Qw , (1)

Qw = 2γ∂v(vw) +Dpp∆vw +Dqq∆xw + 2Dpq∂v∂xw .

The (real valued) diffusion constants Dpp, Dpq, Dqq and the friction γ > 0

satisfy the Lindblad condition

∆ := DppDqq −D2
pq − γ2/4 ≥ 0 , (2)

and Dpp, Dqq ≥ 0. In fact (2) together with γ > 0 implies Dpp, Dqq > 0.

We assume that the particle mass and ~ are scaled to 1. This equation

has been partly derived in [7]. Well–posedness [3,4,6], the classical limit

[5] and long time asymptotics for purely harmonic oscillator potential [17]

have been studied. For some applications we refer the reader to [9,10]. More

references can be found in [1] or [16].

This equation can be equivalently studied in the Heisenberg-picture.

The corresponding evolution equation on the space of bounded operators

is given by2

dAt

dt
= L(At) ,

subject to initial conditions At=0 = A0. The generator L of the evolution

semigroup T is given by

L(A) =
i

2

[
p2 + ω2q2 + 2V (q), A

]
+ iγ {p, [q, A]}

− Dqq[p, [p,A]]−Dpp[q, [q, A]] + 2Dpq[q, [p,A]] , A ∈ B(h) .
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It can be written in (generalised) GKSL form like

L(A) = i[H,A]− 1

2

2∑

ℓ=1

(L∗
ℓLℓA− 2L∗

ℓALℓ +AL∗
ℓLℓ) (3)

with the “adjusted” Hamiltonian

H =
1

2

(
p2 + ω2q2 + γ(pq + qp)

)
+ V (q) ,

and the Lindblad operators L1 and L2 given by

L1 =
−2Dpq + iγ√

2Dpp

p+
√
2Dpp q , L2 =

2
√
∆√

2Dpp

p . (4)

Note that here we use the external potential U(q) = ω2q2/2 + V (q). The

harmonic oscillator potential is the simplest way of ensuring confinement to

guarantee the existence of a non trivial steady state. V (q) is a perturbation

potential, assumed to be twice continuously differentiable and satisfy

|V ′(x)| ≤ gV
(
1 + |x|2

)α/2
, (5)

with gV > 0 and 0 ≤ α < 1 .

2. Previous results

In Ref. 2 we proved the existence of the minimal Quantum Markov semi-

group (QMS) for the Lindbladian (3). We will only sketch the result here.

First note that all operators can be defined on the domain of the Number

operator N := (p2 + q2 − 1)/2,

Dom(N) =
{
u ∈ h

∣∣∣Nu ∈ h
}
=

{
u ∈ h

∣∣∣ p2u, q2u ∈ h
}
.

For details on domain problems we refer to [2].

We consider the operator G, defined on Dom(N), by

G = −1

2
(L∗

1L1 + L∗
2L2)− iH = −

(
Dqq +

i

2

)
p2 −

(
Dpp +

iω2

2

)
q2

+

(
Dpq −

iγ

2

)
(pq + qp) +

γ

2
− iV (q) . (6)

It can be checked that the domain of the adjoint operator G∗ is again

Dom(N). The operators G and G∗ are dissipative and thus G generates a

strongly continuous contraction semigroup (Pt)t≥0 on h.
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Since the formal mass preservation holds we can apply results from

Ref. 12 to construct T , the minimal QMS associated with G and the Lℓ’s.

Moreover applying results form Refs. 8 and 12 we proved the following

theorem.

Theorem 2.1.2 Suppose that the potential V is twice differentiable and

satisfies the growth condition (5). Then the minimal semigroup associated

with the closed extensions of the operators G,L1, L2 is Markov and admits

a normal invariant state.

Note that this also implies the existence of the predual semigroup T∗ on

J1, the set of positive trace–class operators (i.e. density metrices).

The next step in our analysis is the proof of irreducibility. This implies

that any initial density matrix, in the evolution, gives a positive mass on

any subspace of h and allows us to apply powerful convergence results.

A QMS T on B(h) is called irreducible if the only subharmonic projec-

tions13 Π in h (i.e. projections satisfying Tt(Π) ≥ Π for all t ≥ 0) are the

trivial ones 0 or 1. If a projection Π is subharmonic, the total mass of any

normal state σ with support in Π (i.e. such that ΠσΠ = Πσ = σΠ = σ), re-

mains concentrated in Π during the evolution. As an example, the support

projection of a normal stationary state for a QMS is subharmonic.13 Thus

if a QMS is irreducible and has a normal invariant state, then its support

projection must be 1, i.e. it must be faithful. Subharmonic projections are

characterised by the following theorem.

Theorem 2.2.13 A projection Π is subharmonic for the QMS associated

with the operators G,Lℓ if and only if its range X is an invariant subspace

for all the operators Pt of the contraction semigroup generated by G (i.e.

∀t ≥ 0 : PtX ⊆ X ) and Lℓ (X ∩Dom(G)) ⊆ X for all ℓ’s.

The application to our model yields the following Theorem. A sketch of the

proof will be given in the beginning of the next section.
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Theorem 2.3.2 Suppose that ∆ > 0. Then the QMS T associated with (the

closed extensions of) the operators G,Lℓ given by (6) and (4) is irreducible

and thus all normal invariant states are faithful.

We denote by {H,L1, L
∗
1, L2, L

∗
2 }′ the generalized commutant, i.e. the set

of all operators that commute with H as well as with L1,L
∗
1,L2 and L∗

2.

Now since the semigroup has a faithful invariant state a combination of

result by Frigerio,15 Fagnola and Rebolledo11,14 gives (under some technical

conditions that can be checked for our model2) a criterium for convergence

towards the steady state. If {H,L1, L
∗
1, L2, L

∗
2 }′ = {L1, L

∗
1, L2, L

∗
2 }′ = C1

then T∗t(σ) converges as t → ∞ towards a unique invariant state in the trace

norm. From γ > 0 we conclude that L1 and L∗
1 are linearly independent

and thus {L1, L
∗
1, L2, L

∗
2 }′ contains operators commuting with both q and

p. This yields C1 = {L1, L
∗
1, L2, L

∗
2 }′ ⊇ {H,L1, L

∗
1, L2, L

∗
2 }′ and leads to

Corollary 2.1. Let γ > 0 and V ∈ C2(R) satisfy (5). If the QMS asso-

ciated with G and Lℓ is irreducible (by Thm. 2.3 this holds true if ∆ > 0)

then it has a unique faithful normal invariant state ρ. Moreover, for all

normal initial states σ, we have

lim
t→∞

T∗t(σ) = ρ

in the trace norm.

Note that in the limiting case ∆ = 0 the irreducibility can indeed fail:

Proposition 2.1.2 Let V = 0, ∆ = 0, and 0 < γ < ω. Under the conditions

Dpq = −γDqq and Dpp = ω2Dqq . (7)

the semigroup is not irreducible. It admits a steady state that is not faithful.

3. Irreducibility for ∆ = 0

In this section we will show that the semigroup is irreducible if the condi-

tions (7) are violated. In doing so we also extend our convergence result.
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The interesting case when conditions (7) hold but perturbation potential

is different from zero is postponed to a later work. We conjecture that the

semigroup becomes irreducible as soon as V 6= 0.

First we sketch the idea of the proof of irreducibility in the case ∆ > 0.

By Theorem 2.2 a projection is subharmonic if its range X is invariant for G

as well as for L1 and L2. Since L1 and L2 are linearly independent if ∆ > 0

we know that X has to be invariant for p and q. Thus it is also invariant

for the creation and annihilation operators a and a†. Now if the closed

subspace X is nonzero it includes an eigenvector of the Number operator.

Since it is invariant under both, the creation and the annihilation operator,

it has to be the whole space. Now the only subharmonic projections are the

trivial ones and the semigroup is irreducible. A precise proof becomes more

involved due to domain problems and can be found in [2]. This proof breaks

down if ∆ = 0 since in this case L2 = 0. Thus we look for an operator that

leaves X invariant and can replace L2 in the above strategy.

Since X is G and L1 invariant, the most natural choice for such an op-

erator should be a polynomial in (the non-commuting) G and L1. We do all

calculations on C∞
c disregarding commutator domains, i.e. understanding

[· , ·] as [· , ·] . All operators can be extended to Dom(N) as in Ref. [2].

Lemma 3.1. Let ∆ = 0. The following identities hold on C∞
c :

[G,L1] = B +
−2Dpq + iγ√

2Dpp

V ′(q) (8)

where

B =
2γ(−2Dpq + iγ)− 2Dpp√

2Dpp

p+ ω2−2Dpq + iγ√
2Dpp

q.

The operator B is linearly dependent of L1 if and only if the identities (7)

hold. In this case

B = ω2−2Dpq + iγ

2Dpp
L1. (9)

Proof. Since L2 = 0 we have G = − 1
2L

∗
1L1 − iH. A straightforward but

rather lengthy calculation using the CCR [q, p] = i leads to formula (8).

Two operators xp + yq, zp + wq (with x, y, z, w ∈ C − { 0 }) are linearly
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dependent if and only if x/z = y/w. Therefore B and L1 are linearly de-

pendent if and only if

2γ(−2Dpq + iγ)− 2Dpp

−2Dpq + iγ
= ω2 (−2Dpq + iγ)

2Dpp
(10)

Clearly ∆ = 0 is equivalent to 4DppDqq = (−2Dpq + iγ)(−2Dpq − iγ), i.e.

2Dpp

−2Dpq + iγ
=

−2Dpq − iγ

2Dqq
.

Therefore (10) can be written in the form

2γ +
2Dpq + iγ

2Dqq
= ω2 (−2Dpq + iγ)

2Dpp
.

The imaginary part of the left and right-hand side coincide if and only if

Dpp = ω2Dqq. Then the real parts coincide if and only if Dpq = −γDqq.

Now, if the identities Dpp = ω2Dqq and Dpq = −γDqq hold, then we

can write B as

B =
−2Dpq + iγ√

2Dpp

((
2γ − 2Dpp

−2Dpq + iγ

)
p+ ω2 q

)
.

Writing

2γ − 2Dpp

−2Dpq + iγ
= 2γ +

2Dpq + iγ

2Dqq
= ω2−2Dpq + iγ

2Dpp

we find the identity (9).

Theorem 3.1. Let ∆ = 0 and Dpq 6= −γDqq. Moreover assume that V is

twice continuously differentiable with V ′′ bounded.

The QMS T associated with (the closed extensions of) the operators G,L1

given by (6) and (4) is irreducible.

Proof. We only point out the difference with respect to the proof of in

the case ∆ > 0 in [2]. The proof will proceed in tree steps. First we show

that the range X of a subharmonic protection has to be invariant under the



94 F. Fagnola & L. Neumann

multiplication operator V ′′(q). In step two we use this to show that X has

to be invariant under an operator of the form q(1+ zV ′′(q)) for some z ∈ C

with ℑ(z) 6= 0. In step tree we conclude by a technical argument that this

ensures invariance of X under multiplication by q and complete the proof.

Step 1: The subspace X has to be invariant under the double commu-

tator [ [G,L1], L1 ] i.e., more precisely

[ [G,L1], L1 ] (X ∩Dom(Nn)) ⊆ X ∩Dom(Nn+2)

for all n ≥ 0. A straightforward computation shows that

[ [G,L1], L1 ] = z1l + i
(−2Dpq + iγ)2

2Dpp
V ′′(q)

for some z ∈ C. Therefore, by the density of X ∩ Dom(N2) in X , and

boundedness of the self-adjoint multiplication operator V ′′(q), we have

V ′′(q)(X ) ⊆ X .

Step 2: We first calculate the commutator [G, [G,L1]].

To shorten the notation we set α :=
−2Dpq+iγ√

2Dpp

. With this abbreviation

∆ = 0 becomes |α|2 = αα = 2Dqq, and we have

[G,L1] = (2γα−
√

2Dpp)p+ ω2αq + αV ′(q) .

Straightforward calculations yield

[G, [G,L1]] =
[
(αω2(iαα− 1)− iα

√
2Dpp(2γα−

√
2Dpp)

]
p+

[
i
√

2Dppα
2ω2 − 2i(Dpp + iω2/2)(2γα−

√
2Dpp)

]
q+

i(αα/2 + i/2)α{p, V ′′(q)}+ (2γα−
√
2Dpp)V

′(q) + i
√

2Dppα
2V ′′(q)q ,

where {p, V ′′(q)} denotes the anticommutator.

Note that X is invariant under L1 and by Step 1 also under the multiplica-

tion operator V ′′(q). Thus it has to be invariant under the anticommutator

{L1, V
′′(q)} = α{p, V ′′(q)}+ 2

√
2DppqV

′′(q) .



Quantum Fokker-Planck Models: Limiting Case in the Lindblad Condition 95

We can remove the term proportional to {p, V ′′} from the double commu-

tator by adding a suitable multiple of {L1, V
′′}. The term proportional to

V ′ can be eliminated by a multiple of [G,L1] and finally we use L1 to cancel

the term with the momentum operator. Doing the tedious algebra leads to

[G, [G,L1]] + c1{L1, V
′′}+ c2[G,L1] + c3L1 =

(−2γα+
√
2Dpp)

[(
ω2 + (−2γα+

√
2Dpp)

√
2Dpp/α

2
)
q + qV ′′(q)

]
,

for explicit constants c1, c2, c3 ∈ C.

Since X is invariant for all operators on the left hand side of the above

equation (and the coefficient has absolute value different from zero) it is

also invariant for q(y + V ′′) with y = ω2 + (−2γα +
√
2Dpp)

√
2Dpp/α

2.

The real and imaginary parts of y are given by

ℜ(y) = 2Dpp

(4D2
pq + γ2)2

[
4γDpq(4D

2
pq + γ2) + 2Dpp(4D

2
pq − γ2)

]
+ ω2

ℑ(y) = 2Dpp

(4D2
pq + γ2)2

[
2γ2(4D2

pq + γ2) + 8γDpqDpp

]
.

Note that ℑ(y) = 0 if and only if Dpq = −γDqq, as can be seen by using

∆ = 0 in the equation above. The condition for the real part to be zero,

Dpq/Dqq = −γ ±
√
γ2 − ω2 + γ2/(4D2

qq), is more difficult to see but di-

rect calculations yield that when ℑ(y) = 0, then ℜ(y) = 0 if and only if

Dpp = ω2Dqq. Thus |y| is zero exactly if B and L1 are linearly dependent.

Since from our assumptions Dpq 6= −γDqq we can invert y and see that X
is invariant for an operator q(1 + zV ′′) with ℑ(z) = −ℑ(y)/|y|2 6= 0.

Step 3: Note that

|1 + zV ′′(x)|2 = (1 + ℜ(z)V ′′(x))2 + (ℑ(z))2(V ′′(x))2

and 1 + zV ′′(x) is non-zero for all x ∈ R because there is no x such that

1+ℜ(z)V ′′(x) = 0 = V ′′(x) (recall ℑ(z) 6= 0). Moreover, for the same reason

there is no sequence (xn)n≥1 of real numbers such that 1+ℜ(z)V ′′(xn) and

V ′′(xn) both vanish as n goes to infinity. It follows that

inf
x∈R

|1 + zV ′′(x)|2 > 0.
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and 1 + zV ′′ has a bounded inverse. This is given by spectral calculus of

normal operators by

(1 + zV ′′)−1 =

∫ ∞

0

e−t(1+zV ′′)dt

and, since X is invariant under all powers (1 + zV ′′)n, it is invariant under
e−t(1+zV ′′) and also under the resolvent operator (1 + zV ′′)−1.

Now, for all u ∈ X ∩Dom(G) we have (1+ zV ′′(q))−1u = v ∈ X ∩Dom(q2)

and thus

qu = (q(1 + zV ′′(q))) (1 + zV ′′(q))−1u = (q(1 + zV ′′(q))) v ∈ X .

It follows that X is q–invariant. Since X is also L1 invariant it has to be p

invariant. Thus it is invariant under the creation operator a = (q + ip)/
√
2

and the annihilation operator a† = (q− ip)/
√
2 and X has to be either zero

or coincide with the whole space (see [2]).
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1. Introduction

Gross12 and Piech21 initiated the study of the infinite dimensional Lapla-

cians (the Gross Laplacian ∆G and the number operator N , resp.) on in-

finite dimensional abstract Wiener space, as the infinite dimensional ana-

logue of the finite dimensional Laplacian. In Ref. 19, Kuo has studied the

heat equation associated with the Gross Laplacian in white noise analysis

setting. In Ref. 17, Kang has studied the heat equation associated with the

number operator N in white noise analysis setting. In this paper we will

investigate the existence of a solution of the Cauchy problem associated

with the generalized Euler operator ∆E in the basis of nuclear algebras of

entire functions. The operator ∆E := ∆G +N studied in Refs. 5, 6 and 22

is the infinite dimensional analogue of the so-called Euler operator which

is defined as the first order differential operator
∑d

i=1 xi
∂

∂xi
on Rd (see

Ref. 10).

We define

∆E(K,B) = ∆G(
1

2
K) +N(B)

for K ∈ L(N,N ′) and B ∈ L(N,N) and we call it also the (infinite di-

mensional) generalized Euler operator. Then we show that under some ap-

propriate conditions, ∆E(K,B) is the generator of a one-parameter group

transformation. By using the GK,B-transform studied in Refs. 2, 5 and 14

we investigate the existence of a solution of the following generalized Euler

heat equation:

∂u(t)

∂t
= ∆E(K,B)u(t), u(0) = ϕ ∈ Fθ(N

′).

We expect some other interesting features concerning regularity of the so-

lutions as well as their quantum extensions. These topics are, however,

somehow beyond the scop of this paper and we hope to discuss them else-

where.

The paper is organized as follows. In Section 2 we briefly recall well-

known results on nuclear algebras of entire holomorphic functions. In Sec-

tion 3, we recall some basic useful results for the transformations GA,B in

white noise theory within the framework of nuclear algebras of entire func-

tions. In Section 4, we study the K-Gross Laplacian ∆G(K), the second

quantization Γ(A) and the differential second quantization N(A) within

the framework of nuclear algebras of entire functions. In Section 5, we in-

vestigate the solution of a initial-value problem associated to the sum of

the differential second quantization and the K-Gross Laplacian as a gener-

alization of the so-called Euler equation.
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2. Preliminaries

In this Section we shall briefly recall some of the concepts, notations and

known results on nuclear algebras of entire functions.7,9,11,19,20 Let H be a

real separable (infinite dimensional) Hilbert space with inner product 〈·, ·〉
and norm | · |0. Let A ≥ 1 be a positive self-adjoint operator in H with

Hilbert-Schmidt inverse. Then there exist a sequence of positive numbers

1 < λ1 ≤ λ2 ≤ · · · and a complete orthonormal basis of H, {en}∞n=1 ⊆
Dom(A) such that

Aen = λnen ,
∞∑

n=1

λ−2
n =

∥∥A−1
∥∥2
HS

< ∞.

For every p ∈ R we define:

|ξ|2p :=
∞∑

n=1

〈ξ, en〉2λ2p
n = |Apξ|20 , ξ ∈ H.

The fact that, for λ > 1, the map p 7→ λp is increasing implies that:

(i) for p ≥ 0, the space Xp, of all ξ ∈ H with |ξ|p < ∞, is a Hilbert

space with norm | · |p and, if p ≤ q, then Xq ⊆ Xp;

(ii) denoting X−p the | · |−p-completion of H (p ≥ 0), if 0 ≤ p ≤ q, then

X−p ⊆ X−q.

This construction gives a decreasing chain of Hilbert spaces {Xp}p∈R

with natural continuous inclusions iq,p : Xq →֒ Xp (p ≤ q). Defining the

countably Hilbert nuclear space (see e.g. Ref. 11):

X := projlim
p→∞

Xp
∼=

⋂

p≥0

Xp

the strong dual space X ′ of X is:

X ′ := indlim
p→∞

X−p
∼=

⋃

p≥0

X−p

and the triple

X ⊂ H ≡ H ′ ⊂ X ′ (1)

is called a real standard triple.20 The complexifications of Xp, X and H

respectively will be denoted

Np := Xp + iXp ; N := X + iX ; H := H + iH. (2)

Notice that {en}∞n=1 is also a complete orthonormal basis of H. Thus the

complexification of the standard triple (1) is:

N ⊂ H ⊂ N ′.
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When dealing with complex Hilbert spaces, we will always assume that the

scalar product is linear in the second factor and the duality 〈N ′, N〉, also
denoted 〈·, ·〉, is defined so to be compatible with the inner product of H.

For n ∈ N we denote by N ⊗̂n the n-fold symmetric tensor product of N

equipped with the π-topology and by N ⊗̂n
p the n-fold symmetric Hilbertian

tensor product of Np. We will preserve the notation | · |p and | · |−p for the

norms on N ⊗̂n
p and N ⊗̂n

−p , respectively.

From Ref. 9 we recall the following background. Let θ be a Young func-

tion, i.e., it is a continuous, convex, and increasing function defined on R+

and satisfies the condition limx→∞ θ(x)/x = ∞. We define the conjugate

function θ∗ of θ by

θ∗(x) = sup
t≥0

(
tx− θ(t)

)
, x ≥ 0.

For a Young function θ, we denote by Fθ(N
′) the space of holomorphic

functions on N ′ with exponential growth of order θ and of minimal type.

Moreover, for each p ∈ Z and m > 0, define Exp(Np, θ,m) to be the space

of entire functions f on Np satisfying the condition:

‖f‖θ,p,m = sup
x∈Np

|f(x)|e−θ(m|x|p) < ∞.

Then the space Fθ(N
′) can be represented as

Fθ(N
′) =

⋂

p∈N,m>0

Exp(N−p, θ,m),

and is equipped with the projective limit topology. The space Fθ(N
′) is

called the space of test functions on N ′.
For p ∈ N and m > 0, we define the Hilbert spaces

Fθ,m(Np) =
{
~ϕ = (ϕn)

∞
n=0 ; ϕn ∈ N ⊗̂n

p ,
∞∑

n=0

θ−2
n m−n|ϕn|2p < ∞

}
,

where

θn = inf
r>0

eθ(r)/rn, 〉n ∈ N. (3)

Put

Fθ(N) =
⋂

p∈N,m>0

Fθ,m(Np).

The space Fθ(N) equipped with the projective limit topology is a nuclear

Frechét space.9
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It was proved in Ref. 9 that the Taylor map defined by

T : ϕ 7−→
( 1

n!
ϕ(n)(0)

)∞

n=0

is a topological isomorphism from Fθ(N
′) onto Fθ(N). For ~ϕ = (ϕn)n≥0 ∈

Fθ(N) we write ϕ ∼ (ϕn)n≥0 for short. The following estimate is useful.

Lemma 2.1. (See Ref. 9) Let ϕ ∼ (ϕn)n≥0 in Fθ(N
′). Then, for any

n ≥ 0, p ≥ 0 and m > 0, there exist q > p such that

|ϕn|p ≤ enθnm
n‖iq,p‖nHS‖ϕ‖θ,q,m. (4)

The Borel σ-algebra on X ′ will be denoted by B(X ′). It is well-known11

that B(X ′) coincides with the σ-algebra generated by the cylinder subsets

of X ′. Let µ be the standard Gaussian measure on (X ′,B(X ′)), i.e., its
characteristic function is given by

∫

X′
ei〈y,ξ〉 dµ(y) = e−|ξ|20/2, ξ ∈ X.

3. The GA,B−transform

In this section we shall briefly recall some of results studied in Ref. 2. For

locally convex spaces X andY we denote by L(X,Y) the set of all continuous

linear operators from X into Y. Let B, C ∈ L(N,N) and put A = C∗C.

The GA,B−transform is defined by

GA,Bϕ(y) =

∫

X′
ϕ(C∗x+B∗y)dµ(x) , y ∈ N ′, ϕ ∈ Fθ(N

′). (5)

Theorem 3.1.2 Let B, C ∈ L(N,N) and put A = C∗C, then GA,B is a

continuous linear operator from Fθ(N
′) into itself.

We denote by τ(K) the corresponding distribution to K ∈ L(N,N ′)
under the canonical isomorphism L(N,N ′) ∼= (N ⊗N)′, i.e.

〈τ(K), ξ ⊗ η〉 = 〈Kξ, η〉, ξ, η ∈ N.

In particular, τ(I) is the usual trace τ . It can be easily shown that

τ(K) =
∞∑

j=0

(K∗ej)⊗ ej ,
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where K∗ is the adjoint of K with respect to the dual pairing 〈N ′, N〉 and
the infinite sum is in the sense of the strong topology on (N ⊗N)′.

Proposition 3.1.2 Let B,C ∈ L(N,N) and put A = C∗C, then for any

ϕ(y) =
∞∑

n=0

〈y⊗n, ϕn〉 ∈ Fθ(N
′), we have

GA,Bϕ(y) =
∞∑

n=0

〈y⊗n, gn〉,

where gn is given by

gn = (B)⊗n

( ∞∑

l=0

(n+ 2l)!

n! 2l l!
(τ(A))⊗l⊗̂2lϕn+2l

)
.

Proposition 3.2.2 Let B, C1, C2, D ∈ L(N,N) and denote A1 = C∗
1C1,

A2 = C∗
2C2, then

GA2,DGA1,B = GA1+B∗A2B,DB .

In particular, if B is invertible, then the operator GA,B is invertible and

G−1
A,B = G−(B∗)−1AB−1,B−1 .

Proposition 3.3.2 Let B,C ∈ L(N,N) such that B is invertible and put

C∗C = A. Then GA,B realize a topological isomorphisms from Fθ(N
′) into

itself.

4. Generalized Euler operator

Let be given A ∈ L(N,N) andK ∈ L(N,N ′). For ϕ(x) =
∑∞

n=0〈x⊗n, ϕn〉 ∈
Fθ(N

′), we define three operators ∆G(K), Γ(A) and N(A) on Fθ(N
′) as

follows.

∆G(K)ϕ(x) =
∞∑

n=0

(n+ 2)(n+ 1)〈x⊗n, τ(K)⊗̂2ϕn+2〉, (6)
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Γ(A)ϕ(x) =
∞∑

n=0

〈x⊗n, A⊗nϕn〉, (7)

N(A)ϕ(x) =
∞∑

n=0

〈x⊗n, γn(A)ϕn〉,

where γn(A) is given by γ0(A) = 0 and

γn(A) =
n−1∑

k=0

I⊗k ⊗A⊗ I⊗(n−1−k) , n ≥ 1.

∆G(K), Γ(A) and N(A) are called theK-Gross Laplacian, the second quan-

tization and the differential second quantization of A, respectively. Notice

that, ∆G(I) ≡ ∆G is the usual Gross Laplacian, N(I) ≡ N is the standard

number operator and Γ(B) ≡ G0,B . For various related studies on these

operators we refer Refs. 3, 5, 6, 14.

The so-called Euler operator is defined as the first order differential

operator
∑d

i=1 xi
∂

∂xi
on Rd (see Ref.10). Its infinite dimensional analogue

is well-known5,22 to be ∆E := ∆G +N .

For K ∈ L(N,N ′) and B ∈ L(N,N), we define

∆E(K,B) = ∆G(
1

2
K) +N(B)

and we call it also the (infinite dimensional) generalized Euler operator.

For completeness the following result is given with proof ultimately

connected to our setting.

Proposition 4.1. For any A ∈ L(N,N) and K ∈ L(N,N ′), ∆G(K), Γ(A)

and N(A) are three continuous linear operators from Fθ(N
′) into itself.

Proof. Consider ϕ(x) =
∑∞

n=0〈x⊗n, ϕn〉 ∈ Fθ(N
′). We have

∆G(K)ϕ(x) =
∞∑

n=0

(n+ 2)(n+ 1)
〈
x⊗n, τ(K)⊗̂2ϕn+2

〉
.

Then, for p ≥ 0,

|∆G(K)ϕ(x)| ≤
∞∑

n=0

(n+ 2)(n+ 1)|τ(K)|−p |x|n−p |ϕn+2|p.

From (5), for any n ≥ 1, we have the following inequality

|ϕn|p ≤ en θnm
n‖ϕ‖θ,−q,m‖iq,p‖nHS , ∀m ≥ 0, q > p.
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It follows that

|∆G(K)ϕ(x)| ≤ |τ(K)|−p‖ϕ‖θ,−q,m

×
∞∑

n=0

(n+ 2)(n+ 1) |x|n−p e
n+2 θn+2m

n+2‖iq,p‖n+2
HS .

Thus, using the inequalities

θp+q ≤ 2p+qθp θq, n2 ≤ 22n

we get, for any m′ > 0,

|∆G(K)ϕ(x)| e−θ(m′|x|−p) ≤ C |τ(K)|−p‖ϕ‖θ,−q,m,

where

C =
∞∑

n=0

θ2 {8
em

m′ ‖iq,p‖HS}n+2.

Therefore for q > p and m > 0 such that 8 em
m′ ‖iq,p‖HS < 1, we can conclude

that C < ∞. This completes the proof of the statement for ∆G(K).

Let be given p ≥ 0. We have

|Γ(A)ϕ(x)| ≤
∞∑

n=0

|x|n−p‖A‖n|ϕn|p.

From (5) there exist q > p and m′ > 0 such that

|ϕn|p ≤ en‖iq,p‖nHS(m
′)nθn‖ϕ‖θ,−q,m′ . (8)

Then, for m > 0,

|Γ(A)ϕ(x)| ≤
∞∑

n=0

|x|n−p‖A‖n|ϕn|p

≤ ‖ϕ‖θ,−q,m′

∞∑

n=0

(
m′

m
e‖A‖‖iq,p‖HS

)n

(m|x|−p)
nθn

≤ ‖ϕ‖θ,−q,m′

∞∑

n=0

(
m′

m
e‖A‖‖iq,p‖HS

)n

eθ(m|x|−p).

Therefore, for m > 0 such that m′

m e‖A‖‖iq,p‖HS < 1 we deduce

‖Γ(A)ϕ‖θ,−p,m ≤ ‖ϕ‖θ,−q,m′

∞∑

n=0

(
m′

m
e‖A‖‖iq,p‖HS

)n



Generalized Euler Heat Equation 107

which follows the proof of the statement for Γ(A).

For p ≥ 0 and m > 0 we have

|N(A)ϕ(x)|e−θ(m|x|−p) ≤
∞∑

n=0

|γn(A)ϕn|p|x|n−pe
−θ(m|x|−p).

Then, by using the obvious inequalities

|γn(A)ϕn|p ≤ n‖A‖|ϕn|p ≤ 2n‖A‖|ϕn|p , θn(m|x|−p)
ne−θ(m|x|−p) < 1

and (5), there exist m′ > 0 such that

‖N(A)ϕ‖θ,−p,m ≤ ‖ϕ‖θ,−q,m′‖A‖
∞∑

n=0

(
2e‖iq,p‖HS

m′

m

)n

.

Thus, with the assumption m′

m 2e‖iq,p‖HS < 1, we complete the proof of the

statement for N(A).

From the above Proposition, we notice that the generalized Euler op-

erator ∆E(K,B) = ∆G(
1
2K) + N(B) is the sum of two continuous linear

operators, so it is also a continuous linear operator from Fθ(N
′) into itself.

We denote by GL(Fθ(N
′)) the group of all linear homeomorphisms from

Fθ(N
′) onto itself.

Lemma 4.1. Let A ∈ L(N,N), then {Γ(etA)}t∈R is a regular one-

parameter subgroup of GL(Fθ(N
′)) with infinitesimal generator N(A).

Proof. We have

(etA)⊗n =

[
(I + tA) +

∞∑

l=2

(tA)l

l!

]⊗n

= I⊗n + tnI⊗(n−1)⊗̂A+
n−2∑

j=0

Cj
nI

⊗j⊗̂(tn−jA⊗(n−j))

+
n−1∑

k=0

Ck
n(I + tA)⊗k⊗̂

(
t2A2

∞∑

l=0

(tA)l

(l + 2)!

)⊗(n−k)

.

Then, for ϕ(x) =
∞∑

n=0

〈x⊗n, ϕn〉 ∈ Fθ(N
′), one can write

Γ(etA)ϕ(x) = ϕ(x) + tN(A)ϕ(x) + t2ε(t, A)ϕ(x)
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where ε(t, A) is given by

ε(t, A)ϕ(x) =
∞∑

n=2

〈
x⊗n,




n−2∑

j=0

tn−j−2Cj
nA

⊗(n−j)⊗̂I⊗j


ϕn

〉

+
∞∑

n=1

〈
x⊗n,




n−1∑

k=0

Ck
nt

2n−2k−2(I + tA)⊗k⊗̂
(
A2

∞∑

l=0

(tA)l

(l + 2)!

)⊗(n−k)

ϕn

〉
.

Hence
(
Γ(etA)ϕ− ϕ

t
−N(A)ϕ

)
∼ (tε1n)n≥1 + (tε2n)n≥2

where

ε1n =




n−1∑

k=0

Ck
nt

2n−2k−2(I + tA)⊗k⊗̂
(
A2

∞∑

l=0

(tA)l

(l + 2)!

)⊗(n−k)

ϕn

and

ε2n =




n−2∑

j=0

tn−j−2Cj
nA

⊗(n−j)⊗̂I⊗j


ϕn.

Now, for |t| ≤ 1, we have,

|ε1n|p ≤ |ϕn|p
n−1∑

k=0

Ck
n(1+ ‖ A ‖)k

(
‖ A ‖2

∞∑

l=0

(‖ A ‖)l
(l + 2)!

)n−k

≤ |ϕn|p
n−1∑

k=0

Ck
n(1+ ‖ A ‖)k

(
‖ A ‖2 e‖A‖

)n−k

≤ |ϕn|p
(
1+ ‖ A ‖ + ‖ A ‖2 e‖A‖

)n

.

Similarly, for |t| < 1, we have,

|ε2n|p ≤ |ϕn|p
n−2∑

j=0

Cj
n ‖ A ‖n−j≤ |ϕn|p(1+ ‖ A ‖)n.

Then, from (5), for p ≥ 0, m > 0, there exist q > p, m′ > 0 such that
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∣∣∣Γ(e
tA)ϕ(x)−ϕ(x)

t −N(A)ϕ(x)
∣∣∣

≤ |t|‖ϕ‖θ,−q,m′

∞∑

n=0

{(
2 + 2‖A‖+ ‖A‖2e‖A‖

)2 m′

m
e‖iq,p‖HS

}n

θn(m|x|−p)
n

≤ |t|‖ϕ‖θ,−q,m′

∞∑

n=0

{(
2 + 2‖A‖+ ‖A‖2e‖A‖

)2 m′

m
e‖iq,p‖HS

}n

eθ(m|x|−p).

Under the assumption (2 + 2‖A‖+ ‖A‖2e‖A‖)2m′

m e‖iq,p‖HS < 1, we obtain

∥∥∥Γ(etA)ϕ−ϕ
t −N(A)ϕ

∥∥∥
θ,−p,m

≤ |t|‖ϕ‖θ,−q,m′

∞∑

n=0

{(
2 + 2‖A‖+ ‖A‖2e‖A‖

)2 m′

m
e‖iq,p‖HS

}n

(9)

which complete the proof.

In the following Section we investigate the generalized Euler operator.

We show that, under some conditions, ∆E(K,B) is the generator of a one-

parameter group transformation and we use the GK,B-transform to inves-

tigate the existence of a solution of the following generalized Euler heat

equation:

∂u(t)

∂t
= ∆E(K,B)u(t), u(0) = ϕ ∈ Fθ(N

′). (10)

5. Generalized Euler heat equation

Let K ∈ L(N,N ′). For T ∈ L(N ⊗ N,N ⊗ N), we define a distribution

τ(K) ◦ T ∈ (N ⊗N)′ by

〈τ(K) ◦ T, f ⊗ g〉 := 〈τ(K), T (f ⊗ g)〉 , f, g ∈ N.

By the kernel theorem, there exist a unique operator K
K,T

∈ L(N,N ′) with
kernel τ(K) ◦ T , i.e.,

〈
K

K,T
f, g

〉
= 〈τ(K) ◦ T, f ⊗ g〉 , f, g ∈ N.

Example 5.1. Let B ∈ L(N,N) and put T = B⊗ I. Then, τ(K)◦ (B⊗ I)
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is given by

〈τ(K) ◦ (B ⊗ I), f ⊗ g〉 = 〈τ(K), (Bf)⊗ g〉

= 〈(KB)f, g〉

= 〈τ(KB), f ⊗ g〉

i.e., τ(K) ◦ (B ⊗ I) = τ(KB), or equivalently K
K,B⊗I

= KB.

Example 5.2. Let B ∈ L(N,N) and put

T
B
:= (eB)⊗2 − I⊗2.

Then, for any f, g ∈ N, we have

〈τ(K) ◦ T
B
, f ⊗ g〉 =

〈
τ(K),

(
(eB)⊗2 − I⊗2

)
(f ⊗ g)

〉

=
〈
τ(K), (eBf)⊗ (eBg)

〉
− 〈τ(K), f ⊗ g〉

=
〈
(KeB)f, eBg

〉
− 〈Kf, g〉

=
〈
(eB

∗
KeB −K)f, g

〉
.

Then, τ(K) ◦ T
B
is the kernel of the operator K

K,T
B

∈ L(N,N ′) given by

K
K,T

B
= eB

∗
KeB −K.

Now, for K ∈ L(N,N ′), B ∈ L(N,N) and α ∈ C\{0}, we define the

transformation

Υ
B

K
(t) = G 1

2αK
K,T

tB
,etB , t ∈ R.

Lemma 5.1. Let be given K ∈ L(N,N ′) and B ∈ L(N,N). Then,

the family
{
Υ

B

K
(t)

}
t∈R

is a one-parameter transformation subgroup in

GL(Fθ(N
′)).
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Proof. It is obvious that Υ
B

K
(0) = G0,I = I. Now we shall prove that

Υ
B

K
(t) Υ

B

K
(s) = Υ

B

K
(t+ s) , t, s ∈ R.

By using Proposition 3.4 we can write

Υ
B

K
(t) Υ

B

K
(s) = G 1

2αK
K,T

tB
,etBG 1

2αK
K,T

sB
,esB

= GCs,t,Ds,t
,

where Ds,t = e(s+t)B and Cs,t is given by

Cs,t =
1

2α

(
K

K,T
sB

+ esB
∗
K

K,T
tB

esB
)

=
1

2α

{
(esB

∗
KesB −K) + esB

∗
(etB

∗
KetB −K)esB

}

=
1

2α

(
e(s+t)B∗

Ke(s+t)B −K
)

=
1

2α
K

K,T
(t+s)B

.

This completes the proof.

Now, having the transformation group
{
Υ

B

K
(t)

}
t∈R

, we are ready to

give explicitly the solution of the Euler heat equation (10).

Theorem 5.1. Let K ∈ L(N,N ′) and B ∈ L(N,N) satisfying τ(K)◦(B⊗

I) = ατ(K) for some α ∈ C\{0}. Then

u(t) = Υ
B

K
(t)ϕ ∈ Fθ(N

′)

is the unique solution of the generalized Euler heat equation (10).

Proof. To prove the statement, we shall prove that {ΥB

K
(t)}t∈R is a differ-

entiable one-parameter transformation group with infinitesimal generator

∆E(K,B), i.e., for any p ≥ 0, m > 0 and ϕ ∈ Fθ(N
′), we have

lim
t→0

∥∥∥∥∥
Υ

B

K
(t)ϕ− ϕ

t
−∆E(K,B)ϕ

∥∥∥∥∥
θ,−p,m

= 0.

Let p ∈ R, m > 0 and ϕ ∼ (ϕn)n≥0 ∈ Fθ(N) be given. Then we have
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Υ
B

K
(t)ϕ−ϕ

t −∆E(K,B)ϕ

∼
{[

(etB)⊗n − I⊗n

t
− n(B⊗̂I⊗(n−1))

]
ϕn

}

+

{
(n+ 2)(n+ 1)

[
(etB)⊗nτt(K)

2t
⊗̂2ϕn+2 −

τ(K)

2
⊗̂2ϕn+2

]}

+

{ ∞∑

l=2

(n+ 2l)!

n! l! 2l
(etB)⊗n(

(τt(K))⊗l

t
⊗̂2lϕn+2l)

}
, (11)

where

τt(K) =
1

2α
τ(K) ◦ T

tB
.

From (11) we have

∥∥∥∥
Υ

B

K
(t)ϕ−ϕ

t −∆E(K,B)ϕ

∥∥∥∥
θ,−p,m

≤
∥∥∥∥
Γ(etA)ϕ− ϕ

t
−N(A)ϕ

∥∥∥∥
θ,−p,m

+
∥∥∥F (t)

1

∥∥∥
θ,−p,m

+
∥∥∥F (t)

2

∥∥∥
θ,−p,m

where

F
(t)
1 (x) =

∞∑

n=0

〈
x⊗n, (n+ 2)(n+ 1)

[
(etB)⊗nτt(K)

2t
⊗̂2ϕn+2 −

τ(K)

2
⊗̂2ϕn+2

]〉

and

F
(t)
2 (x) =

∞∑

n=0

〈
x⊗n,

∞∑

l=2

(n+ 2l)!

n! l! 2l
(etB)⊗n(

(τt(K))⊗l

t
⊗̂2lϕn+2l)

〉
.

From (9) clearly we have

lim
t→0

∥∥∥∥
Γ(etA)ϕ− ϕ

t
−N(A)ϕ

∥∥∥∥
θ,−p,m

= 0.

It remains to prove

lim
t→0

(
‖F (t)

1 ‖θ,−p,m + ‖F (t)
2 ‖θ,−p,m

)
= 0.

Step 1. We shall prove limt→0 ‖F (t)
1 ‖θ,−p,m = 0.

Observe that
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∣∣∣
[
(etB)⊗nτt(K)

2t ⊗̂2ϕn+2 − τ(K)
2 ⊗̂2ϕn+2

]∣∣∣
p

≤
∣∣∣∣(etB)⊗n

[
τt(K)

t
⊗̂2ϕn+2 − τ(K)⊗̂2ϕn+2

]∣∣∣∣
p

+
∣∣[(etB)⊗n − I⊗n

]
τ(K)⊗̂2ϕn+2

∣∣
p
.

Then, by using the condition τ(KB) = τ(αK) which is equivalent to the

condition τ(K) ◦ (B ⊗ I) = ατ(K), for any t 6= 0, we have

∣∣∣(etB)⊗n
[
τt(K)

t ⊗̂2ϕn+2 − τ(K)⊗̂2ϕn+2

]∣∣∣
p

≤ 2|t||τ(K)|−p‖B‖e(n+2)|t|‖B‖|ϕn+2|p.

On the other hand, we have

|((etB)⊗n − I⊗n)ϕn|p ≤
n−1∑

k=0

∣∣∣((etB)⊗(n−1−k) ⊗ (etB − I)⊗ I⊗k)ϕn

∣∣∣
p

≤ |t|‖B‖e|t|‖B‖
n−1∑

k=0

e|t|‖B‖(n−1−k)|ϕn|p

≤ |t|‖B‖e|t|‖B‖n
(
e|t|‖B‖

)n

|ϕn|p

≤ |t|‖B‖e|t|‖B‖
(
2e|t|‖B‖

)n

|ϕn|p.

Then we deduce

∣∣[(etB)⊗n − I⊗n
]
τ(K)⊗̂2ϕn+2

∣∣
p

≤ |t|‖B‖|τ(K)|−pe
|t|‖B‖

(
2e|t|‖B‖

)n

|ϕn+2|p.

Hence, by using (8) and the obvious inequalities

e|t|‖B‖ ≤ e2|t|‖B‖, en|t|‖B‖ ≤ (2e|t|‖B‖)n,

for q > p and m′ > 0, we get

∥∥∥F (t)
1

∥∥∥
θ,−p,m

≤ |t|‖ϕ‖θ,−q,m′

[
3|τ(K)|−p‖B‖e2|t|‖B‖

(
e
m′

m
‖iq,p‖HS

)2
]

×
∞∑

n=0

(
2e

m′

m
e|t|‖B‖‖iq,p‖HS

)n

(m|x|−p)
n+2θn+2e

−θ(m|x|−p).
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Therefore, we obtain

∥∥∥F (t)
1

∥∥∥
θ,−p,m

≤ |t|‖ϕ‖θ,−q,m′

[
3|τ(K)|−p‖B‖e2|t|‖B‖

(
e
m′

m
‖iq,p‖HS

)2
]

×
∞∑

n=0

(
2e

m′

m
e|t|‖B‖‖iq,p‖HS

)n

.

Under the condition 2em′

m e|t|‖B‖‖iq,p‖HS < 1, the last series converges and

therefore we deduce

lim
t→0

∥∥∥F (t)
1

∥∥∥
θ,−p,m

= 0

as desired.

Step 2. We shall prove limt→0

∥∥∥F (t)
2

∥∥∥
θ,−p,m

= 0.

By using the inequality (n+ 2k)! ≤ 2n+4ln!(l!)2, we calculate

∣∣∣∣∣
∞∑

l=2

(n+ 2l)!

n! l! 2l
(etB)⊗n(

(τt(K))⊗l

t
⊗̂2lϕn+2l)

∣∣∣∣∣
p

≤
∞∑

l=2

l! 2n+3l e
n|t|‖B‖

|t| |τt(K)|l−p|ϕn+2l|p.

Then, using the inequality (8) and |τt(K)|−p ≤ |t|e2|t|‖B‖|τ(K)|−p, for any

q ≥ p, m′ > 0, |t| < 1, we have

∣∣∣F (t)
2 (x)

∣∣∣ ≤ ‖ϕ‖θ,−q,m′

∞∑

l=2

[
64‖K‖(em′‖iq,p‖HSe

|t|‖B‖)2
]l
|t|l−1l!θ2l

×
∞∑

n=0

(2e
m′

m
e|t|‖B‖‖iq,p‖HS)

n(m|x|−p)
nθn

≤ |t|
{ ∞∑

l=2

[
64‖K‖

(
em′‖iq,p‖HSe

|t|‖B‖
)2

]l
l!θ2l

}

×
{ ∞∑

n=0

(2e
m′

m
e|t|‖B‖‖iq,p‖HS)

n

}
eθ(m|x|−p).

Under the assumption

max

(
64‖K‖(em′‖iq,p‖HSe

|t|‖B‖)2, 2e
m′

m
e|t|‖B‖‖iq,p‖HS

)
< 1

the last two series converge and therefore we obtain

lim
t→0

∥∥∥F (t)
2

∥∥∥
θ,−p,m

= 0.
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This completes the proof.
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Funct. Anal., Vol. 171 No. 1 (2000), 1-14.

10. I.M. Gel’fand and G.E. Shilov, Generalized Functions, Vol.I. Academic Press,

Inc., New York, 1968.



116 A. Barhoumi, H. Ouerdiane & H. Rguigui

11. I.M. Gel’fand and N.Ya. Vilenkin, Generalized unctions, Vol. 4, Academic

press New York and London 1964.

12. L. Gross, Abstract Wiener spaces, Proc. 5-th Berkeley Symp. Math. Stat.

Probab. 2 (1967), 31-42.

13. T. Hida, H.-H. Kuo and N. Obata, Transformations for white noise function-

als, J. Funct. Anal., 111 (1993), 259-277.

14. U. C. Ji, Integral kernel operators on regular generalized white noise func-

tions. Bull. Korean Math. Soc. 37 No. 3 (2000), 601-618.

15. U. C. Ji, Quantum extensions of Fourier-Gauss and Fourier-Mehler trans-

forms, J. Korean Math. Soc. 45 No.6 (2008), 1785-1801.

16. U. C. Ji, N. Obata and H. Ouerdiane, Analytic characterization of generalized

Fock space operators as two-variable entire functions with growth condition,

World Scientific, Vol. 5 No. 3 (2002), 395-407.

17. S. J. Kang, Heat and Poisson equations associated with number operator in

white noise analysis, Soochow J. Math. 20 (1994), 45–55.

18. H.-H. Kuo, The Fourier transform in white noise calculus, J. Multivariate

Analysis 31 (1989), 311-327.

19. H.-H. Kuo, White noise distrubution theory, CRC Press, Boca Raton 1996.

20. N. Obata, White Noise calculs and Fock Space. Lecture Notes in Math. 1577,

Spring, New York 1994.

21. M. A. Piech, Parabolic equations associated with the number operator, Trans.

Amer. Math. Soc. 194 (1974), 213-222.

22. J. Potthoff and J. A. Yan, Some results about test and generalized functionals

of white noise, Proc. Singapore Prob. Conf. L.Y. Chen et al.(eds.) (1989),

121-145.



117

ON QUANTUM DE FINETTI’S THEOREMS

VITONOFRIO CRISMALE and YUN GANG LU

Dipartimento di Matematica, Università degli Studi di Bari
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We review some new results and developments about quantum De Finetti’s

type theorems.

1. Preliminaries

In these notes we review the formulation of the De Finetti’s type theorems

in the sense of Ref. 3, emphasizing the analogies or differences with respect

to other results on the same matter. To avoid redundancies we omit most

of the proofs, addressing the interested reader to the existing literature.

De Finetti’s type theorems deal with the relations between exchangeable

and independent families of random variables. The pioneering work on the

subject is Ref. 8. There it was proved that any finite joint distribution of an

exchangeable (symmetric) sequence of two points valued random variables

is a mixture of i.i.d. random variables. This fine result was the starting

point for many generalizations whose interest is yet nowadays prominent in

Classical (see Ref. 14 for a detailed account), Quantum and Free Probability

as well as in Quantum Computation.

A deep generalization was given by Hewitt and Savage:11 they extended

the first result to each exchangeable distribution on the infinite product

X = E×E× . . ., where E is a compact Hausdorff space. Consequently they

characterized the extremal points of the convex of exchangeable stochastic

processes in X as the i.i.d. stochastic processes.
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If one takes A := C (X) and B := C (E), i.e. A ≃ B⊗B⊗ . . ., the Hewitt-

Savage’s result has a functional analytic formulation: each exchangeable

positive functional on A is uniquely decomposed into a convex combination

of product ones. The extension of this statement to arbitrary (noncommuta-

tives) C∗- algebras B and A = B⊗B⊗. . . was firstly obtained by Størmer.22

His paper gave rise to the emergence of new de Finetti’s type results in the

setting of Operator Algebras (see, e.g., Ref. 12 for locally normal states,

Ref 19 for m-dependent states, Refs. 18, 16, 17 in Free Probability), Quan-

tum Statistical Mechanics9,10 and Quantum Computation (see Ref. 7 and

references therein).

Accardi and Lu4 obtained also a continuous version of the theorem, thus

characterizing the extremal points of the exchangeable increment processes

as the (stochastic) independent increment stationary processes.

Another (classical) generalized version of the theorem, which is called

extended de Finetti’s Theorem and based on Ryll-Nadzewski’s work,20

states the equivalence among exchangeable, spreadable and conditionally

i.i.d. sequences of random variables. Very recently Köstler15 obtained a non-

commutative counterpart of such a result. Namely he showed how, dropping

the commutativity, spreadability does not imply exchangeability and the

conditional independence with respect to the tail (i.e. asymptotic) algebra

is not enough to guarantee spreadability.

In the spirit of Ref. 4, the authors in Ref. 3 offered a characterization for

the extreme points of the convex set of exchangeable algebraic stochastic

processes and, as fashion in the setting of De Finetti’s theorems, proved that

for any exchangeable state there exists a unique decomposing Radon mea-

sure which is concentrated in the interior of the convex of the exchangeable

states. The characterization for such extreme points involves various forms

of the so-called singleton condition, a notion which is common to all the

main stochastic independencies (tensor, Fermi, free, monotone, boolean)

and thus is almost sufficient for the validity of many central limit theo-

rems; in Ref. 3 it is shown as the singleton condition becomes a substitute

of classical independence in the quantum De Finetti theorem.

2. Singleton and exchangeability conditions

An algebraic probability space is a pair {A, ϕ} where A is a unital ∗–algebra
and ϕ : A → C a state. An algebraic stochastic process is a quadruple

{{A, ϕ} ,B, (ji)i∈I} where {A, ϕ} is an algebraic probability space, I a

set, B a unital ∗–algebra and for any i ∈ I, ji : B → A a ∗– homomor-
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phism, which will be called algebraic random variable. When for any i ∈ I,
ji (1B) = 1A (or, equivalently, all the ∗–subalgebras ji (B) are endowed with

the same unit 1A), we speak of unital algebraic stochastic process. We shall

take A as minimal, i.e. A is the ∗–algebra generated by {ji (B)}i∈I ∪ 1A.
Since the jk’s are homomorphisms, then in any expectation value of the

form

ϕ
(
jkq

(bq) · · · jk1 (b1)
)

(1)

we can always suppose that

kj 6= kj+1, ∀ j = 1, . . . , q − 1 (2)

This convention will be ever assumed and any expectation value as (1) will

be said to be in standard form if (2) is satisfied.

Definition 2.1. Let {{A, ϕ} ,B, (ji)i∈I} be an algebraic stochastic pro-

cess. It satisfies the singleton condition (with respect to ϕ) if for any

n > 1, for any choice of i1, . . . , in ∈ I and bn, · · · , b1 ∈ B

ϕ (jin (bn) · · · ji1 (b1)) = 0 (3)

whenever {i1, . . . , in} has a singleton is and ϕ (js (bs)) = 0. The same

process satisfies the strict singleton condition (with respect to ϕ) if

ϕ (jin (bn) · · · ji1 (b1)) = ϕ (jis (bs))ϕ
(
jin (bn) · · · ĵis (bs) · · · ji1 (b1)

)
(4)

whenever {i1, . . . , in} has a singleton is.

Definition 2.2. The algebraic stochastic process {{A, ϕ} ,B, (ji)i∈I} sat-

isfies the block singleton condition if for any n > 1, i1, . . . , in ∈ I and

bn, · · · , b1 ∈ B

ϕ (jin (bn) · · · ji1 (b1)) = ϕ
(
jis+q

(bs+q) · · · jis (bs)
)
×

×ϕ
(
jin (bn) · · · ̂jis+q

(bs+q) · · · ĵis (bs) · · · ji1 (b1)
)
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if, for any j = 0, . . . , q, is+j /∈
{
i1, . . . îs, îs+1, . . . îs+q, . . . , in

}
.

The strict singleton condition implies the singleton condition but the

converse is not true in general (see Ref. 3, Example 1). For unital alge-

braic stochastic processes the strict singleton and singleton conditions are

equivalent.

The strict singleton condition comes from the block singleton condition

when q = 0. As the definitions suggests, a strict singleton state would be

not necessarily block singleton, but in literature we have not yet found a

counterexample. Hence we will assume the two conditions are different.

Remark 2.1. In the classical case the strict singleton condition is equiva-

lent to stochastic independence.

Algebraic stochastic processes which are tensor, free, boolean, mono-

tone or symmetric projectively independent5 satisfy the singleton condition.

Furthermore in the tensor and free cases, the block singleton condition is

verified too (see Ref. 3, Propositions 2.1 and 2.2).

Definition 2.3. Let S0 = S0(Z) be the group of one–to–one maps π : Z →

Z such that π(j) = j for any j ∈ Z but a finite number of points. We say

that an algebraic stochastic process {{A, ϕ} ,B, (jk)k∈Z
} is ϕ–exchangeable

if it is S0–invariant i.e. if for any q ∈ N, bq, . . . , b1 ∈ B, kq, . . . , k1 ∈ Z and

any π ∈ S0

ϕ
(
jkq

(bq) · · · jk1 (b1)
)
= ϕ

(
jπ(kq) (bq) · · · jπ(k1) (b1)

)

In such a case we say also that ϕ is exchangeable (with respect to the

process {jk}k∈Z
).

Obviously exchangeability implies all the random variables are identi-

cally distributed, i.e. for each b ∈ B, k, h ∈ Z

ϕ (jk (b)) = ϕ (jh (b))
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3. De Finetti type results

Our aim is to characterize the extremal points of the convex of the ex-

changeable states. In this section we see that block singleton states almost

allow to reach our goal. Therefore, in this perspective, the block singleton

condition seems to be the counterpart, in the ∗−algebraic setting, of clas-

sical independence. Since the block singleton condition implies stochastic

independence, the passage from Classical to Quantum Probability consists

therefore in strengthening the necessary condition of our desired equiva-

lence. Since we will show the main result is based on the ergodic decompo-

sition theory on C∗–algebras (see Refs. 6 and 21), from now on we assume

A is a C∗–algebra and the cyclic triple associated to {A, ϕ} is {Hϕ, πϕ,Φ} ,
where Hϕ is a Hilbert space and πϕ is a ∗–representation of A into B (Hϕ).

Let {{A, ϕ} ,B, (jk)k∈Z} be an exchangeable algebraic stochastic pro-

cess and {Hϕ, πϕ,Φ} be the GNS representation of {A, ϕ}. Arguing as in

Proposition 1.4 of Ref. 2, it can be found that there exists a unitary operator

U : Hϕ → Hϕ and a ∗–automorphism u on πϕ(A) such that

UΦ = Φ

u (πϕ (jk (b))) := Uπϕ (jk (b))U
∗ = πϕ (jk+1 (b)) , for all b ∈ B, k ∈ Z

(5)

The ∗–automorphism u is called the shift on the ∗-subalgebra πϕ(A)

of B (Hϕ). The following theorem is the main ergodic result and the proof

traces out the one given in Ref. 13, Theorem 2.2.1.

Theorem 3.1. Let {{A, ϕ} ,B, (jk)k∈Z} be an exchangeable algebraic

stochastic process and {Hϕ, πϕ,Φ} be the GNS representation of {A, ϕ}.

The limit

lim
N→∞

1

N

N−1∑

l=0

ul = E∞

exists strongly on πϕ (A)
′′
and is equal to the Umegaki conditional expecta-

tion E∞ onto the algebra

Aϕ
∞ = A∞ :=

{
x ∈ πϕ (A)

′′
: u(x) = x

}

For the definition of Umegaki conditional expectation, one can see Ref.

1. As stressed at the beginning of the section, singleton conditions have a
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prominent position to gain a quantum version of the De Finetti’s Theorem.

Thus we need now to get a bridge between the notions of singleton states

and extremal exchangeable states. The definition below fulfils our wish.

Definition 3.1. An exchangeable state ϕ on a unital C∗−algebra A is

called ergodic if it is extremal.

ϕ is called 1–ergodic if the asymptotic algebra A∞ is trivial, i.e.

A∞ = C · 1

The former part of definition above comes from Ref. 21, Definition 3.1.9.

The next result clarifies the emergence of the latter.

Theorem 3.2. For {{A, ϕ} ,B, (jk)k∈Z} exchangeable algebraic stochastic

process, the following are equivalent

(i) ϕ is 1–ergodic

(ii) ϕ is a block singleton state.

Corollary 3.1. Let {{A, ϕ} ,B, (jk)k∈Z} be an exchangeable algebraic

stochastic process. If ϕ is 1–ergodic, then it is a strict singleton state.

The proof of these result are given in Ref.3, Theorem 3.2 and Corollary

3.3. Looking at the Corollary above, one can ask himself if the converse

implication holds. Namely, does a strict singleton state be also 1-ergodic?

The answer is in general negative. To get just a flavor of the reason, if

one aims to obtain information about the asymptotic algebra, one needs

something like the following equality

〈η,E∞ (πϕ (jkn
(bn) · · · jk1 (b1))) ξ〉

= 〈η,E∞ (πϕ (jkn
(bn))) · · ·E∞ (πϕ (jk1 (b1))) ξ〉 (6)

for any jkn
(bn) · · · jk1

(b1), n ∈ N, k1, . . . , kn ∈ N, b1, . . . , bn ∈ B, for any

ξ, η ∈ πϕ (A) Φ.

But, as shown in Ref. 3, the strict singleton condition and exchange-

ability do not allow to reach it. Hence, giving an affirmative answer to
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the above question is subordinated to the addiction of some further con-

ditions on the algebra A. In particular, since Lemma 3.1 of Ref. 3 ensures

that, under exchangeability and strict singleton condition (6) holds when

{k1, . . . , kn} is an ordered set, one can suppose the desired condition should

be that, for each n ∈ N, kn > . . . > k1 ∈ N, b1, . . . , bn ∈ B, the products

jkn
(bn) · · · jk1 (b1) are total in A. In this case one say A satisfies condition

TOD (the totally ordered products are dense). The following result is given

in Ref. 3, Proposition 3.3.

Proposition 3.1. Let {{A, ϕ} ,B, (jk)k∈Z} be an exchangeable algebraic

stochastic process and suppose A satisfies condition TOD. Then, if ϕ is a

strict singleton state, it is 1–ergodic.

Recalling we need to obtain some relations between singleton condi-

tions and extremal states and having performed the connections between

singleton conditions and the asymptotic algebra, our goal can be reached

by finding possible links of this algebra with extremal states. The Lemma

of Hewitt and Savage11 in Probability Theory states that for a family of

classical exchangeable random variables, the symmetric σ-algebra coincides

with the asymptotic one. A quantum version of such a result, presented in

Ref. 3, Proposition 3.4, allows to achieve the above goal.

Namely, take {{A, ϕ} ,B, (jk)k∈Z} an exchangeable algebraic stochas-

tic process and {Hϕ, πϕ,Φ} the GNS representation of {A, ϕ}. If{
{A, ϕ} ,B, (j(1)k )k∈Z

}
, where j

(1)
k := jσ(k) for all k ∈ Z, then there ex-

ists a unitary isomorphism Uσ : Hϕ → Hϕ such that UσΦ = Φ and for any

b ∈ B, k ∈ Z

Uσπϕ (jk (b)) = πϕ

(
jσ(k) (b)

)
Uσ

Moreover the map uσ on πϕ (A) such that for any b ∈ B, k ∈ Z

uσπϕ (jk (b)) := Uσπϕ (jk (b))U
∗
σ = πϕ

(
jσ(k) (b)

)

is a ∗-automorphism. Define the symmetric algebra

AS0 = Aϕ
S0

:=
{
x ∈ πϕ (A)

′′
: uσ (x) = x for all σ ∈ S0

}

and the closed subspace of Hϕ

ES0 := {ξ ∈ Hϕ : Uσξ = ξ for all σ ∈ S0}
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Proposition 3.2. (Quantum Hewitt–Savage Lemma) For an exchangeable

stochastic process {{A, ϕ} ,B, (jk)k∈Z} , in the same notations introduced

above, one has

AS0 = A∞

A known result in Decomposition Theory for C∗−algebras (see Ref. 21,

Proposition 3.1.10) states that, if ϕ is an exchangeable state on A and

AS0
= C · 1, then ϕ is extremal. As a consequence, each 1–ergodic state is

ergodic and, in the convex of exchangeable states, all the block singleton

ones are extremal. On the contrary ergodicity does not implies 1–ergodicity,

as shown in Example 3 of Ref. 3. The equivalence between ergodicity and

1-ergodicity can be obtained by means of a further request on A, namely

the S0–abelianity (see Ref. 21, Definition 3.1.11). This means that for any

exchangeable state ϕ on A, PS0πϕ(A)PS0 is a family of mutually commu-

tative operators, where PS0 is the orthogonal projection of Hϕ onto ES0 .

In the classical case this condition is ever satisfied, since A is a subalgebra

of L∞ (Ω,F ,P) .

The section ends with the statement of the main theorem, i.e. a quantum

version of De Finetti’s result. In the following SE is the set of exchangeable

states.

Theorem 3.3. Let us suppose A satisfies the S0–abelianity. Then the

weak∗ compact convex of exchangeable states is a Choquet simplex whose

extremal points are exactly all the block singleton states. Therefore, for any

ϕ ∈ SE , there exists a unique Radon probability measure µ on SE such that

ϕ (a) =

∫

SE

ψ (a) dµ (ψ) , a ∈ A

and for any Baire set ∆ in SE with EE ∩∆ = ∅,
∫
∆
dµ (ψ) = 0 (where EE

is the set of extreme points of SE).

As a consequence, if A satisfies the S0–abelianity and ϕ is exchangeable

and extremal, then ϕ is a strict singleton state. Moreover, if A satisfies the

condition TOD and ϕ is an exchangeable and strict singleton state, then ϕ

is extremal.
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4. Final remarks

As already observed in Section 1, the literature on non commutative ana-

logues of De Finetti Theorem is very huge. In Refs. 12, 19, 4 one finds

results which are similar to Theorem 3.3.

In Ref. 12 the authors proved that, if B := B (H), A : = B⊗B⊗B⊗· · ·
and ϕ is an exchangeable, locally normal state on A, then there exists a

unique probability Radon measure µ concentrated on the normal states,

such that

ϕ (a) =

∫
ψ (a) dµ (ψ) , a ∈ A

Moreover in Ref. 19 it is found that the closed extremal boundary of the

compact convex set of m–symmetric states consists of the m–dependent

states and for any ϕ m–symmetric state, there exists a unique probability

Radon measure µ on the m–dependent states, such that

ϕ (a) =

∫
ψ (a) dµ (ψ) , a ∈ A

As stressed in Section 1, Köstler15 gave a noncommutative counterpart

of the extended De Finetti Theorem. We again recall that such a result

states the equivalence among exchangeable, spreadable and conditionally

i.i.d. (with respect to the asymptotic σ−algebra) sequences of classical ran-

dom variables. On the contrary, Köstler showed that, taking as an algebraic

probability space the pair (M, ψ), where M is a von Neumann algebra and

ψ a faithful normal state, spreadability does not implies exchangeability

and a conditional independence with respect to the asymptotic algebra is

weaker than spreadability. As a consequence of such a result, one has that,

in the setting of von Neumann algebras, spreadability (and, a fortiori, ex-

changeability) implies a factorization rule for the elements of the asymptotic

algebra. Such a rule, which can be expressed in terms of (6) via the GNS

representation, does not hold in the more general case of C∗−algebras. Fur-

thermore, as pointed out in Ref. 3 and recalled in Section 3, even if one

takes an exchangeable and strict singleton state ϕ, (6) is not verified.
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1. Introduction

The aim of this paper is to provide alternative probabilistic models for the

EPR-Bohm-Bell experiment (see books1,2 for detailed presentation of this

experiment from the viewpoint of probability theory) based on conditional

expectations. We show that quantum (experimental) statistical data can

be consistently combined with a classical probabilistic description.

2. CHSH inequality

We recall the CHSH inequality:

Theorem. Let A(i)(ω) and B(i)(ω), i = 1, 2, be random variables tak-

ing values in [−1, 1] and defined on a single probability space P . Then the

following inequality holds:

| < A(1), B(1) > + < A(1), B(2) > + < A(2), B(1) > − < A(2), B(2) > | ≤ 2.

(1)

The classical correlation is defined as it is in classical probability theory:

< A(i), B(j) >=

∫

Ω

A(i)(ω)B(j)(ω)dP(ω).

Bell proposed the following methodology. To verify an inequality of this

type, one should put statistical data collected for four pairs of PBSs settings:

θ11 = (θ1, θ
′
1), θ12 = (θ1, θ

′
2), θ21 = (θ2, θ

′
1), θ22 = (θ2, θ

′
2),

into it. Here θ = θ1, θ2 and θ′ = θ′1, θ
′
2 are selections of angles for orientations

of respective PBSs.

Following Bell, the selection of the angle θi determines the random vari-

able

A(i)(ω) ≡ aθi(ω).

There are two detectors coupled to the PBS with the θ-orientation:

“up-spin” (or “up-polarization”) detector and “down-spin” (or “down-

polarization”) detector. A click of the up-detector assigns to the random

variable aθ(ω) the value +1 and a click of the down-detector assigns to it

the value -1. However, since a lot of photons disappear without any click, it

is also permitted for random variables to take the value zero in the case of

no detection. Therefore in Bell’s framework it is sufficient to consider aθ(ω)

taking values −1, 0,+1.
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In the same way selection of the angle θ′ determines

B(i)(ω) ≡ bθ′
i
(ω),

where bθ′
i
(ω) takes values −1, 0,+1.

It seems that Bell’s random model is not proper for the EPR-Bohm-Bell

experiment. Bell’s description does not take into account probabilities of

choosing pairs of angles (orientations of PBSs) θ11, . . . , θ22. Thus his model

provides only incomplete probabilistic description. This allows to include

probabilities of choosing experimental settings P(θij) into the model; this

way completing it.

In the next section we shall provide such a complete probabilistic de-

scription of the EPR-Bohm-Bell experiment. We point out that random

variables of our model (which will be put into the CHSH inequality) does

not coincide with Bellian variables.

3. Proper random experiment

a). There is a source of entangled photons.

b). There are four PBSs and corresponding pairs of detectors. PBSs are

labelled as i = 1, 2 and j = 1, 2 a.

c). Directly after source there is a distribution device which opens at each

instance of time, t = 0, τ, 2τ, . . . ways to only two (of four) optical

fibers going to the corresponding two PBSs. For simplicity, we suppose

that the detector at each end is chosen independently at random with

probability 1/2. Therefore each pair (i, j) : (1, 1), (1, 2), (2, 1), (2, 2) can

be opened with equal probability:

P(i, j) = 1/4.

We now define some random variables. To simplify considerations, we con-

sider the ideal experiment with 100% detectors efficiency. Thus in Bell’s

framework random variables aθ(ω) and bθ′(ω) should take only values ±1.

The zero-value will play a totally different role in our model.

1) A(i)(ω) = ±1, i = 1, 2 if the corresponding (up or down) detector is

coupled to ith PBS fires;

2) A(i)(ω) = 0 if the i-th channel is blocked. In the same way we define

random variables B(j)(ω) corresponding to PBSs j = 1, 2.

aIt is just the form of labelling which is convenient to form pairs (i, j).
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Of course, the correlations of these random variables satisfy CHSH in-

equality. Thus if such an experiment were performed and if CHSH inequality

were violated, we should seriously think about e.g. quantum non-locality

or the death of realism.

However, to see that CHSH inequality for < A(i), B(j) >- correlations

does not contradict to experimental data, we could use statistical data

which has been collected for experiments with fixed pairs θij = (θi, θ
′
j) of

orientations of PBS. We only need to express correlations of Bell’s variables

< aθi , bθ′
j
> via correlations < A(i), B(j) >.

4. Frequency analysis

Suppose that our version of EPR-Bohm-Bell experiment was repeated M =

4N times and each pair (i,j) of optical fibers was opened only N times.

The random variables took values

A(i) = A
(i)
1 , . . . , A

(i)
M , i = 1, 2, B(j) = B

(j)
1 , . . . , B

(j)
M , j = 1, 2.

Then by the law of large numbers b:

< A(i), B(j) >= lim
M→∞

1

M

M∑

k=1

A
(i)
k B

(j)
k .

We remark that, for each pair of gates (i, j), only N pairs (A
(i)
k , B

(j)
k ) have

both components non zero. Thus

< A(i), B(j) >= lim
N→∞

1

4N

N∑

l=1

A
(i)
kl
B

(j)
kl

,

where summation is with respect to only pairs of values with both nonzero

components.

Thus the quantities < A(i), B(j) > are not estimates for the < aθi , bθ′
j
>

obtained in physical experiments. The right estimates are given by

1

N

N∑

l=1

A
(i)
kl
B

(j)
kl

.

bWe assume that different trials are independent. Thus the law of large numbers is

applicable
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Hence the CHSH inequality for random variables A(i), B(j) induces the

following inequality for “traditional Bellian random variables”:

| < aθ1 , bθ′
1
> + < aθ1 , bθ′

2
> + < aθ2 , bθ′

1
> − < aθ2 , bθ′

2
> | ≤ 8. (2)

It is not violated for known experimental data for entangled photons.

Moreover, this inequality provides a trivial constraint on correlations: each

correlation of Bellian variables is majorated by 1, hence, their linear com-

bination with ±-signs is always bounded above by 4.

5. Consistent joint probability space

We now construct a joint probability space for the EPR-Bohm-Bell experi-

ment. This is a general construction for combining of probabilities produced

by a few incompatible experiments. We have probabilities pij(ǫ, ǫ
′), ǫ, ǫ′ =

±1, to get aθi = ǫ, bθ′
j
= ǫ′ in the experiment with the fixed pair of orien-

tations (θi, θ
′
j). From QM we know that

pij(ǫ, ǫ) =
1

2
cos2

θi − θ′j
2

, pij(ǫ,−ǫ) =
1

2
sin2

θi − θ′j
2

. (3)

However, this special form of probabilities is not important for us. Our

construction of unifying Kolmogorov probability space works well for any

collection of probabilities pij :
∑

ǫ,ǫ′ pij(ǫ, ǫ
′) = 1. We remark that pij(ǫ, ǫ

′)
determine automatically marginal probabilities:

pi(ǫ) =
∑

ǫ′

pij(ǫ, ǫ
′),

pj(ǫ
′) =

∑

ǫ

pij(ǫ, ǫ
′).

In the EPR-Bohm-Bell experiment they are equal to 1/2. Let us now con-

sider the set {−1, 0,+1}4 : the set of all vectors

ω = (ω1, ω2, ω3, ω4), ωl = ±1, 0.

It contains 34 points. Now we consider the following subset Ω of this set:

ω = (ǫ1, 0, ǫ
′
1, 0), (ǫ1, 0, 0, ǫ

′
2), (0, ǫ2, ǫ

′
1, 0), (0, ǫ2, 0, ǫ

′
2).

It contains 16 points. We define the following probability measure on Ω :

P(ǫ1, 0, ǫ
′
1, 0) =

1

4
p11(ǫ1, ǫ

′
1),P(ǫ1, 0, 0, ǫ

′
2) =

1

4
p12(ǫ1, ǫ

′
2)
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P(0, ǫ2, ǫ
′
1, 0) =

1

4
p21(ǫ2, ǫ

′
1),P(0, ǫ2, 0, ǫ

′
2) =

1

4
p22(ǫ2, ǫ

′
2).

We remark that we really have
∑

ǫ,ǫ′1

P(ǫ1, 0, ǫ
′
1, 0)+

∑

ǫ1,ǫ′2

P(ǫ1, 0, 0, ǫ
′
2)+

∑

ǫ2,ǫ′1

P(0, ǫ2, ǫ
′
1, 0)+

∑

ǫ2,ǫ′2

P(0, ǫ2, 0, ǫ
′
2) =

1

4


∑

ǫ,ǫ′1

p11(ǫ1, ǫ
′
1) +

∑

ǫ1,ǫ′2

p12(ǫ1, ǫ
′
2) +

∑

ǫ2,ǫ′1

p21(ǫ2, ǫ
′
2) +

∑

ǫ2,ǫ′2

p22(ǫ2, ǫ
′
2)


 = 1.

We now define random variables A(i)(ω), B(j)(ω) :

A(1)(ǫ1, 0, ǫ
′
1, 0) = A(1)(ǫ1, 0, 0, ǫ

′
2) = ǫ1, A

(2)(0, ǫ2, ǫ
′
1, 0) = A(2)(0, ǫ2, 0, ǫ

′
2) = ǫ2;

B(1)(ǫ1, 0, ǫ
′
1, 0) = B(1)(0, ǫ2, ǫ

′
1, 0) = ǫ′1, B

(2)(ǫ1, 0, 0, ǫ
′
2) = B(2)(0, ǫ2, 0, ǫ

′
2) = ǫ′2.

We find two dimensional probabilities

P(ω ∈ Ω : A(1)(ω) = ǫ1, B
(1)(ω) = ǫ′1) = P(ǫ1, 0, ǫ

′
1, 0) =

1

4
p11(ǫ1, ǫ

′
1), . . . ,

P(ω ∈ Ω : A(2)(ω) = ǫ2, B
(2)(ω) = ǫ′2) =

1

4
p22(ǫ2, ǫ

′
2).

We also consider two random variables ηA and ηB which are responsible for

the selection of gates by the two parties respectively:

ηA(ǫ1, 0, 0, ǫ
′
2) = ηA(ǫ1, 0, ǫ

′
1, 0) = 1, ηA(0, ǫ2, 0, ǫ

′
2) = ηA(0, ǫ2, ǫ

′
1, 0) = 2,

ηB(ǫ1, 0, ǫ
′
1, 0) = ηB(0, ǫ2, ǫ

′
1, 0) = 1, ηB(ǫ1, 0, 0, ǫ

′
2) = ηB(0, ǫ2, 0, ǫ

′
2) = 2,

Both ηA and ηB are independent and uniformly distributed by our ex-

perimental assumptions.

We create a consistent probabilistic model by means of conditional ex-

pectation. Let (Ω,F ,P) be an arbitrary probability space and let Ω0 ⊂
Ω,Ω0 ∈ F ,P(Ω0) 6= 0. We also consider an arbitrary random variable

ξ : Ω → R. Then

E(ξ|Ω0) =

∫

Ω

ξ(ω)dPΩ0
(ω),

where the conditional probability is defined by the Bayes’ formula:

PΩ0(U) ≡ P(U |Ω0) = P(U ∩ Ω0)/P(Ω0).
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Let us come back to our unifying probability space. Take Ω0 ≡ Ωij =

{ω ∈ Ω : ηA(ω) = i, ηB(ω) = j}. By uniformity and independence we have

P(Ωij) = P(ηA(ω) = i)P(ηB(ω) = j) = 1/4. Thus

E(A(i)B(j)|ηA = i, ηB = j) =

∫

Ω

A(i)(ω)B(j)(ω)dPΩij(ω)

= 4

∫

Ωij

A(i)(ω)B(j)(ω)dP(ω)

= 4

∫

Ω

A(i)(ω)B(j)(ω)dP(ω) = 4 < A(i), B(j) >=< aθi , bθ′
j
> .

Thus QM-correlations can be represented as conditional expectations:

< aθi , bθ′
j
>= E(A(i)B(j)|ηA = i, ηB = j). (4)

6. Two-valued random variables

We showed in the last section how to give a complete probabilistic descrip-

tion of an EPR-Bohm-Bell experiment with random variables A(1),A(2),

B(1), B(2), ηA and ηB . In that description the A(i), B(j) took three values:

±1 and 0. In this section we show that it is also possible to do this when

the A(i), B(j) take only the values ±1.

By way of illustration, let us take the standard idealized EPR-Bohm-

Bell experiment described in the beginning of the previous section with

fixed orientations θ1 = π/4, θ2 = 0, θ′1 = π/8, θ′2 = 3π/8. The probabilities

of the experimental outcome aθi = ǫ, bθ′
j
= ǫ′ are given by (3) and yield the

expected values

< aθ1 , bθ′
1
>=< aθ1 , bθ′

2
>=< aθ2 , bθ′

1
>=

1√
2
, < aθ2 , bθ′

2
>= − 1√

2
(5)

Therefore we have

< aθ1 , bθ′
1
> + < aθ1 , bθ′

2
> + < aθ2 , bθ′

1
> − < aθ2 , bθ′

2
> = 2

√
2, (6)

obtaining the Tsirelson bound3 on the maximum quantum “violation” of

the CHSH inequality.

We construct a Kolmogorov probability space P = (Ω,F ,P) with six-

teen outcomes and six random variables: A(1), A(2), B(1), B(2), ηA and ηB .

The first four random variables take values ±1 and the last two takes values

of 1 or 2.

The first eight outcomes each occur with equal probability x:
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A(1)(ω) A(2)(ω) B(1)(ω) B(2)(ω) ηA(ω) ηB(ω)

1 1 1 1 1 1

-1 -1 -1 -1 1 1

1 1 1 1 1 2

-1 -1 -1 -1 1 2

1 1 1 1 2 1

-1 -1 -1 -1 2 1

1 1 1 -1 2 2

-1 -1 -1 1 2 2

The remaining eight outcomes each occur with equal probability y:

A(1)(ω) A(2)(ω) B(1)(ω) B(2)(ω) ηA(ω) ηB(ω)

-1 -1 1 1 1 1

1 1 -1 -1 1 1

-1 -1 1 1 1 2

1 1 -1 -1 1 2

-1 -1 1 1 2 1

1 1 -1 -1 2 1

-1 -1 1 -1 2 2

1 1 -1 1 2 2

The probabilities x and y must be non-negative and 8x+8y = 1. One may

verify that for i = 1, 2 and ǫ = ±1:

P(ω ∈ Ω : A(i)(ω) = ǫ) =
1

2
.

Furthermore we can check that for i, j = 1, 2 and ǫ = ±1:

P(ω ∈ Ω : A(i)(ω) = ǫ|ηA(ω) = i)

= P(ω ∈ Ω : A(i)(ω) = ǫ|ηA(ω) = i, ηB(ω) = j) =
1

2

and so the non-signalling condition holds. A similar set of equations hold

for the random variables B(j). We see that

< A(i) >=< B(j) >= 0,

< A(1), B(1) >=< A(2), B(1) >= 8x− 8y,

and

< A(1), B(2) >=< A(2), B(2) >= 4x− 4y.
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The left hand side of inequality (1) becomes |16x−16y|, and so (unsurpris-

ingly) (1) holds since 0 ≤ x, y ≤ 1/8.

A further calculation shows that

E(A(i)B(j)|ηA = i, ηB = j) = 8x− 8y, i, j 6= 2 (7)

and

E(A(2)B(2)|ηA = 2, ηB = 2) = 8y − 8x. (8)

It suffices to set

x =

√
2 + 1

16
√
2
, y =

√
2− 1

16
√
2

in (7) and (8) to see that equation (4) is indeed satsified for the the expected

values given in (5). Again we conclude that there is a probabilistic model

consistent with the experimental outcomes given by (5).

Even more striking, perhaps, is the case when x = 1, y = 0. From (7)

and (8) we have that

E(A(1)B(1)|ηA = 1, ηB = 1) + E(A(1)B(2)|ηA = 1, ηB = 2) +

E(A(2)B(1)|ηA = 2, ηB = 1)− E(A(2)B(2)|ηA = 2, ηB = 2) = 4

and so the left hand side obtains its maximum mathematical value for any

distribution of ±1 valued random variables. Since this is larger than Tsire-

leson’s bound of 2
√
2 these outcomes are not obtainable in QM. The above

construction gives a perfectly satisfactory probability space consistent with

these conditional expectations that satisfies the non-signalling condition.

Remark. The probability space constructed in this section gives values

to random variables corresponding to values that are not measured in the

EPR-Bohm-Bell experiment. For example, in the probablility space ω =

(1, 1, 1,−1, 2, 2) asserts that A(1)(ω) = B(1)(ω) = 1 and η(ω)A = η(ω)B =

2. In an EPR-Bohm-Bell experiment when the PBS’s are in their second

position there are no readings for aθ1(ω) and bθ′
1
(ω), and QM gives no

predictions about their value. We do not assert that “in reality” for this

outcome aθ1(ω) = bθ′
1
(ω) = 1. After all, as pointed out, there may be many

consistent ways to assign values to A(1)(ω) and B(1)(ω).

The situation of a probabilistic model assigning values to events whose

measurement is precluded by QM is by no means specific to our models.

Consider, for example, a quantum experiment involving entangled photons

for which the outcomes can be represented by a joint probability space

on four unconditional random variables A(1), A(2), B(1), B(2). Any such

joint probability space automatically assigns probabilities to joint events
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such as A(1) = 2, A(2) = 1. Since QM does not assign a value to this

probability it cannot be verified experimentally, but this does not invalidate

the probabilistic model used to describe the experiment.

One interpretation of Bell’s theorem is that there does not exist any

probability space consistent with (5) for which for all i=1,2 and j=1,2:

E(A(i)B(j)|ηA = i, ηB = j) = E(A(i)B(j)). (9)

We merely assert that probability spaces exist that are consistent with

all the available experimental data. Calculations made within the probabil-

ity space yielding formulae for which all the parameters can be measured

may be tested experimentally.
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1. Introduction

(i) The identification of both classical and quantum stochastic equations

with white noise Hamiltonian equations, i.e. the determination of the mi-

croscopic structure of these coefficients.

(ii) The explanation of the emergence of the unitarity conditions of Hud-

son and Parthasarathy as expression of the formal self-adjointness of the

associated Hamiltonian equation.

(iii) The explicit expression of the coefficients of the stochastic equation

as (nonlinear) functions of the coefficients of the associated Hamiltonian

equation.

In this note we begin our program of extending, to the free white noise, the

three main achievements of the white noise approach to stochastic analysis,

namely:

The present paper is the first step of this program. Here we establish the

basic estimates on stochastic integrals which allow to prove the existence

and uniqueness theorems for the corresponding white noise Hamiltonian

(hence stochastic differential) equations.

As usual the estimates in the free case are simpler than in the q-deformed

case with q 6= 0 (see Lemma (4.1) below). Finally we use the time consecu-

tive principle of the stochastic limit of quantum theory (see Refs. 1, 4 for its

proof) to deduce the normally ordered form of free white noise equations.

The unitarity conditions for this equation, as well as the comparison of our

results with previous results of Fagnola,6 Kumerer and Speicher,5 Skeide8

will be discussed in the paper.

2. Fock operator valued distributions

Recall that an operator valued distribution is defined by a quadruple

{E ,H, B,B+} where

-E is a vector space of complex valued (test) functions closed under complex

conjugation.

-H is a Hilbert space (all vector space are complex unless otherwise speci-

fied).

- B,B+ are real linear maps from E to pre-closed operators on H satisfying,

on the corresponding domains

(B+
f )∗ = Bf̄ ; ∀f ∈ E (1)
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We will use the notation

B+
f =:

∫

R

f(s)b+s ds; Bf =:

∫

R

f̄(s)bsds

and, when the spaces H and E are fixed, we will simply speak of the oper-

ator valued distribution (bt) or (b+t ). with these notations the identity (1)

becomes

(b+t )
∗ = bt (2)

Definition 2.1. A vector Φ ∈ H is in the domain of the operator valued

distribution (bt) or (b
+
t ) if ∀f ∈ E , Φ ∈ Dom(Bf ) (or Φ ∈ Dom(B+

f )).

In the following we will freely use expression of the form btΦ, btFs,

Dom(bt),... without specifying every time that they have to be understood

in the distribution sense.

Definition 2.2. An operator valued distribution {E ,H, B,B+} is called

Fock if

btΦ = 0 (3)

and the set of vectors

b+tn · · · b+t1Φ, n ∈ N, t1, · · · , tn ∈ R (4)

are total in H (both identities are meant in the sense that the left hand

side is well defined and the identity holds).

Any vector satisfying the above two conditions is called a vacuum vector

for (bt).

3. Free Fock white noise

From now on we fix the space of test functions to be

E = L2(R)



Free White Noise Stochastic Equation 141

(or much smaller space of test functions is sufficient!) and ∀f, g ∈ L2(R) we

define ∫

R

∫

R

f̄(s)g(t)δ(t− s)dsdt := 〈f̄ , g〉

Definition 3.1. A free white noise is an operator valued distribution (bt)

with test function space L2(R) and Hilbert space Ĥ, satisfying the identity.

btb
+
τ = δ(t− τ) (5)

weakly in the operator valued distribution sense, i. e. if f, g ∈ L2(R) and

ψ ∈ Dom(b+f ), ϕ ∈ Dom(b+g ), then:

〈B+
f ψ,B+

g ϕ〉 = 〈f, g〉〈ψ, ϕ〉 (6)

The following result is well known.

Lemma 3.1. If (bt) is a free white noise the operators Bf , B
+
f ; f ∈ L2(R)

are bounded with norm

‖B+
f ‖∞ = ‖Bf‖∞ = ‖f‖

Proof: Let f ∈ L2(R), ψ ∈ Dom(B+
f ), then (6) implies that

‖B+
f ψ‖2 = 〈B+

f ψ,B+
f ψ〉 = ‖f‖2L2(R)‖ψ‖2

Since, by assumption, the domain of B+
f is dense, the thesis follows.

Remark 3.1. The algebra generated by (b+t ) and (bs) is the linear span of

the identity and products of the form b+tn · · · b+t1bsk · · · bs1 ; n, k ∈ N where if

n = 0 (resp. k = 0) the creators (resp. annihilators) are absent.

Lemma 3.2. Let (bt) be a free white noise on a Hilbert space Ĥ and let

Φ ∈ Ĥ be a vacuum vector for (bt). Denote H the subspace generated by the

number vectors (4). Then H is invariant under the action of the operators
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Bf , B
+
f ; f ∈ L2(R). In particular the restriction of (bt) on H is a Fock

operator valued distribution.

4. Free white noise integrals

Let consider the free white noise equation of the form

∂tUt = −i(Ab+t +Bbt + b+t Tbt)Ut (7)

where A,B, T are operators on the initial space, bt, b
+
t is the free Fock

white noise and equation (7) is interpreted as an integral equation

Ut = U0 − i

∫ t

0

ds(Ab+s +Bbs + b+s Tbs)Us (8)

Thus to give a meaning to equation (7) we must define the white noise

integrals in (8). The first problem is to define products of the form b+s Us,

b+s bsUs, bsUs.

To this goal we will use the following regularization

btFt = lim
ε→0

[cbt−ε + (1− c)bt+ε]Ft (9)

where c > 0 is an arbitrary constant and Ft is an arbitrary adapted operator

process. We refer to4 for a description of the meaning of the right hand side

of (9).

In particular, if Fs, s ∈ R+ is any adapted operator process, we know

from3 that

bt

∫ t

0

dsb+s Fs = lim
ε→0

[cbt−ε + (1− c)bt+ε]

∫ t

0

dsb+s Fs

= lim
ε→0

∫ t

0

ds[cδ(t− ε− s) + (1− c)δ(t+ ε− s)]Fs

= c lim
ε→0

∫ t+ε

ε

ds δ(t− s)Fs + (1− c) lim
ε→0

∫ t−ε

−ε

ds δ(t− s)Fs

= cFt+ + (1− c)Ft−

This gives in particular, for continuous t 7→ Ft:

bt

∫ t

0

dsb+s Fs = cFt (10)
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4.1. Estimates on the free white noise stochastic integrals

Lemma 4.1. Let Ft, t ≥ 0 be a bounded operator process on an Hilbert

space and a bounded subset I ⊆ R. Let F = {f1, · · · , fk} be a finite ordered

set of locally square integrable test functions, and define the number vector

ψF := B+
fk

· · ·B+
f1
Φ. Then

‖
∫

I

dsFsbsψF ‖ 6 ‖fk‖2
(∫

I

ds‖FsψF\{fk}‖2
) 1

2

(11)

‖
∫

I

dsb+s FsψF ‖2 =

∫

I

ds‖FsψF ‖2 (12)

Proof. (11) follows from the relation bsB
+
fk

= fk(s). In fact

‖
∫

I

dsFsbsψF ‖ = ‖
∫

I

dsFsbsB
+
fk

· · ·B+
f1
Φ‖ = ‖

∫

I

dsfk(s)FsB
+
fk−1

· · ·B+
f1
Φ‖

≤ ‖fk‖2
(∫

I

ds‖FsψF\{fk}‖2
) 1

2

(12) follows from the free relation (5). In fact

‖
∫

I

dsb+s FsψF ‖2 = 〈
∫

I

dsb+s FsψF ,

∫

I

ds′b+s′Fs′ψF 〉

=

∫

I

∫

I

dsds′〈b+s FsψF , b
+
s′Fs′ψF 〉

=

∫

I

∫

I

dsds′〈FsψF , bsb
+
s′Fs′ψF 〉

=

∫

I

∫

I

dsds′〈FsψF , δ(s− s′)Fs′ψF 〉

=

∫

I

ds〈FsψF , FsψF 〉

=

∫

I

ds‖FsψF ‖2

Lemma 4.2. Let Ft, t ≥ 0 be an adapted continuous bounded operator

process on an Hilbert space and a bounded subset I ⊆ R. For each number
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vector ψF = B+
fk

· · ·B+
f1
Φ where f1, · · · , fk are bounded, locally integrable

test functions, we have

‖
∫

I

dsbsFsψF ‖2 ≤ cI,c,ψF

∫

I

ds‖FsψF\{fk}‖2 (13)

where cI,c,ψF
= (|c|‖fk‖∞ + |1− c|‖fk‖∞)2

‖
∫

I

dsb+s bsFsψF ‖2 6 cI,c,ψF

∫

I

ds‖FsψF\{fk}‖2 (14)

Proof: Using the regularization (9), one gets:

‖
∫

I

dsbsFsψF ‖ = ‖
∫

I

ds lim
ε→0

[cbs−ε + (1− c)bs+ε]FsψF ‖

= ‖ lim
ε→0

∫

I

ds[cbs−ε + (1− c)bs+ε]FsψF ‖

Since the process Fs is adapted and can be written in a normally ordered

strongly convergent series (see Ref. 7). It follows that

‖
∫

I

dsbsFsψF ‖2 = ‖ lim
ε→0

∫

I

ds[cFsbs−εψF + (1− c)Fsbs+εψF ]‖2

= ‖ lim
ε→0

∫

I

ds[cFsfk(s− ε)ψF\{fk}

+ (1− c)Fsfk(s+ ε)ψF\{fk}]‖2

= ‖
∫

I

ds[cfk(s
−) + (1− c)fk(s

+)]FsψF\{fk}‖2

≤ (|c|‖fk‖∞ + |1− c|‖fk‖∞)2
∫

I

ds‖FsψF\{fk}‖2

To prove the estimate (14), we apply first the estimate (12) we get

‖
∫

I

dsb+s bsFsψF ‖2 =

∫

I

ds‖ lim
ε→0

[cbs−ε + (1− c)bs+ε]FsψF ‖2

sine the process Fs is adapted, it follows

=

∫

I

ds‖ lim
ε→0

[cFsbs−εψF + (1− c)Fsbs+εψF ]‖2

=

∫

I

ds‖ lim
ε→0

[cFsfk(s− ε)ψF\{fk} + (1− c)Fsfk(s+ ε)ψF\{fk}]‖2
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=

∫

I

ds‖[cfk(s−) + (1− c)fk(s
+)]FsψF\{fk}‖2

≤ (|c|‖fk‖∞ + |1− c|‖fk‖∞)2
∫

I

ds‖FsψF\{fk}‖2

4.2. Free White Noise Stochastic Equations

In this section, using the estimates 14, 12 and 13, we prove the existence of

the solution of free white noise equation.

Theorem 4.1. If A,B, T are bounded operators, the iterated series of equa-

tion (7) is normally ordered and strongly convergent on the domain of num-

ber vectors.

Proof The free white noise equation (7) is equivalent to

Ut = 1− i

∫ t

0

ds(Ab+s +Bbs + b+s Tbs)Us (15)

The nth term of the expansion for Ut is given by:

Un
t =

∫ t

0

dt1(Ab
+
t1 +Bbt1 + b+t1Tbt1)U

n−1
t1

after n iterations we get

Un
t =

∑

j:finite set

∫ t

0

dt1

∫ t1

0

dt2 · · ·
∫ tn−1

0

dtnF
ε1F ε2 · · ·F εnbεntn · · · bε1t1(16)

where F εi ∈ {A,B, T} and εi ∈ {0,−,+}, b0t = b+t bt. Consider a number

vector ψF = b+fk · · · b
+
f1
Φ where f1, · · · , fk are locally square integrable test

functions. To prove the strong convergence of the iterated series, we should

calculate ‖Un
t ψF ‖2 in the different cases, using the lemma 4.1. In fact:

‖Un
t ψF ‖2 6 c

(k)
t,c,ψF

∫ t

0

dt1
∑

ψi∈J(ψF )

‖Un−1
t1 ψi‖2

where c
(k)
ψF ,c,t = max{cψF ,c,t, 1} ×max{‖A‖∞, ‖B‖∞, ‖C‖∞} and J(ψF ) =

{ψF\{fk}, ψF }. Similarly:

‖Un
t ψF ‖2 6 c

(k)
ψF ,t

∫ t

0

dt1
∑

ψi∈J(ψF )

c
(i)
ψi,t

∫ t1

0

dt2
∑

ψj∈J(ψi)

‖Un−2
t2 ψj‖2
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An n-fold iteration of the same arguments gives us the estimate:

‖Un
t ψF ‖2 ≤ cnt,ψ|J(ψF )|n−1

∑

ξn∈J(ψF )

∫ t

0

dt1

∫ t1

0

dt2 · · ·
∫ tn−1

0

dtn‖U0ψh‖2

≤ max
η∈J(ψh)

‖η‖2.‖U0‖2cnt,ψf
|J(ψF )|ntn

1

n!

where cψF ,t = maxi{ciψi,t
}, 1 ≤ i ≤ k It follows that

sup
‖ψF ‖2=1

‖Un
t ψF ‖2 ≤ ‖U0‖2cnt,ψ|3|ntn

1

n!

where cψ,t = sup‖ψF ‖2=1{ciψi,t
}. Therefore the series

∑∞
n=0 U

n
t converges

in the strong topology on on the number vector uniformly on bounded

intervals of R+.

Corollary 4.1. If A,B, T are bounded operators, the equation (7) has a

unique adapted solution defined on the domain of number vectors.

Proof The existence of the solution is a consequence of the above theorem.

To prove the uniqueness , it will be sufficient to prove that all bounded con-

tinuous process Zt, t ∈ R+ satisfying the following free white noise Hamil-

tonian equation:

∂tUt = −i(Ab+t +Bbt + b+t Tbt)Ut

with initial condition be zero. Applying the estimate (11), we obtain:

‖Zn
t ψF ‖2 ≤ cnt,ψ|J(ψF )|n−1

∑

ξn∈J(ψF )

∫ t

0

dt1

∫ t1

0

dt2 · · ·
∫ tn−1

0

dtn‖Z0ψh‖2

≤ ‖Z0‖2cnt,ψF
|J(ψF )|ntn

1

n!

where cψF ,t = maxi{ciψi,t
}, 1 ≤ i ≤ k. Since Z0 = 0, therefore Zn

t ψF =

0, ∀n, ∀t ∈ [0, T ], and for any number vector. Then the uniqueness follows.

The adapteness is a consequence from the identity (16).

5. Normal Form of the Free White Noise Equations

In the following, the normally ordered form of the free white noise equation

will be established. Denote F the algebra of all operators A which can be

represented as series in normally ordered products of the free creators and
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annihilators. Such algebra is equipped with the topology defined by the

weak convergence on number vectors. Consider P (−) the operator defined

on the algebra F by the following prescriptions: P (−)(F ) is the operator

obtained from the series of F by setting all the terms which contain a

creator equal to zero. Equivalently, for any element

A =
∑

t1,··· ,tn,s1,··· ,sp,n,p∈N

An,pb
+
t1 · · · b

+
tnbs1 · · · bsp

of F . P (−)(A) is defined by

P (−)(A) =
∑

p

A0,pbs1 · · · bsp

Theorem 5.1. The free white noise equation (7) with the regularization

(9) is equivalent to the normally ordered free equation

∂tUt =

−i
[
KAb+t Ut +BKbtP

(−)(Ut) + b+t TKbtP
(−)(Ut)− iBKcAUt

]
(17)

where K and F satisfy the relation

K = (1 + icT )−1 (18)

Proof The free white noise equation (7) is equivalent to the integral equa-

tion

Ut = 1− i

∫ t

0

ds(Ab+s +Bbs + b+s Tbs)Us (19)

weakly on the number vectors.

By multiplication from the left by bt, one gets

btUt = bt − iAbt

∫ t

0

dsb+s Us − iBbt

∫ t

0

dsbsUs − iT bt

∫ t

0

dsb+s bsUs (20)

Using the regularization (9) and the conditions (5) and (3), we get

bt

∫ t

0

dsb+s bs = lim
ε→0

[cbt−ε + (1− c)bt+ε]

∫ t

0

dsb+s bs

= lim
ε→0

∫ t

0

ds[cδ(t− ε− s)bs + (1− c)δ(t+ ε− s)bs]

= cbt
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Also by applying (10), equation (10) becomes

btUt = bt − icAUt − iBbt

∫ t

0

dsbsUs − iT cbtUt

Since under the assumption that K := (1 + icT )−1 is invertible, it follows

that

btUt = K(bt − iBbt

∫ t

0

dsbsUs)− icKAUt (21)

Applying P (−) to both sides of (19) we obtain

P (−)(Ut) = 1− i

∫ t

0

dsBP (−)(bsUs)

Multiplying this on the left by bt, we find

btP
(−)(Ut) = bt − iBbt

∫ t

0

dsP (−)(bsUs) (22)

To finish the proof, we need to justify that

bt

∫ t

0

dsP (−)(bsUs) = bt

∫ t

0

dsbsUs (23)

To this goal we prove our result by induction on the n-th term of the

expansion of Us in the normal form. In fact we have U0 = 1 so

bt

∫ t

0

dsP (−)(bsU
0) = bt

∫ t

0

dsP (−)(bs) = bt

∫ t

0

dsbs = bt

∫ t

0

dsbsU
0

Suppose now that for any 0 ≤ k ≤ n one has

bt

∫ t

0

dsP (−)(bsU
k
s ) = bt

∫ t

0

dsbsU
k
s (24)

and let prove the result for the (n+ 1)-term:

bt

∫ t

0

dsP (−)(bsU
n+1
s ) = bt

∫ t

0

dsbsU
n+1
s (25)

In fact the right hand side of identity (25) gives

bt

∫ t

0

dsbsU
n+1
s = bt

∫ t

0

dsbs[U
0 − i

∫ s

0

ds1(Ab
+
s1 +Bbs1 + b+s Tbs1)U

n
s1 ] (26)

= bt

∫ t

0

dsbsU
0 − ibt

∫ t

0

dsbs

∫ s

0

ds1Ab
+
s1U

n
s1 − ibt

∫ t

0

dsbs

∫ s

0

ds1Bbs1U
n
s1
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−ibt

∫ t

0

dsbs

∫ s

0

ds1b
+
s1Tbs1U

n
s1

Let now study separately

bt

∫ t

0

dsbsU
0 = bt

∫ t

0

dsP (−)(bsU
0)

bt

∫ t

0

dsbs

∫ s

0

ds1Ab+s1U
n
s1 = bt

∫ t

0

ds

∫ s

0

ds1Aδ(s− s1)U
n
s1 = bt

∫ t

0

dsAUn
s

= bt

∫ t

0

dsA[U0 − i

∫ s

0

ds1(Ab
+
s1 +Bbs1 + b+s1Tbs1)U

n−1
s1 ]

= bt
∫ t

0
dsAU0 − iA2

∫ t

0
ds

∫ s

0
ds1btb

+
s1U

n−1
s1 − iAB

∫ t

0
dsbt

∫ s

0
ds1bs1U

n−1
s1 −

iTA
∫ t

0
ds

∫ s

0
ds1btb

+
s1bs1U

n−1
s1

= bt

∫ t

0

dsAU0 − iA2

∫ t

0

ds

∫ s

0

ds1δ(t− s1)U
n−1
s1

−iAB

∫ t

0

dsbt

∫ s

0

ds1P
(−)(bs1U

n−1
s1 )

−iTA

∫ t

0

ds

∫ s

0

ds1δ(t− s1)bs1U
n−1
s1

= bt

∫ t

0

dsAU0 − iAB

∫ t

0

dsbt

∫ s

0

ds1P
(−)(bs1U

n−1
s1 )

because of the induction assumption and that terms contain (δ(t − s1))

which is not time consecutive, so it gives zero contribution. For the third

term of identity (26), one has

bt

∫ t

0

dsbs

∫ s

0

ds1Bbs1U
n
s1 = Bbt

∫ t

0

dsbs

∫ s

0

ds1P
(−)(bs1U

n
s1)

by the induction assumption.

The fourth term of identity (26) gives

Tbt

∫ t

0

ds

∫ s

0

ds1bsb
+
s1bs1U

n
s1 = Tbt

∫ t

0

ds

∫ s

0

ds1δ(s− s1)bs1U
n
s1

= Tbt

∫ t

0

dsbsU
n
s
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= Tbt

∫ t

0

dsP (−)(bsU
n
s )

by the induction assumption.

Let now calculate the left hand side of identity (25). We have

bt
∫ t

0
dsP (−)(bsU

n+1
s )

= bt

∫ t

0

dsP (−)(bs[U
0 − i

∫ s

0

ds1(Ab
+
s1 +Bbs1 + b+s Tbs1)U

n
s1 ])

= bt

∫ t

0

dsP (−)(bsU
0)− ibt

∫ t

0

dsP (−)(bs

∫ s

0

ds1Ab
+
s1U

n
s1)

−ibt

∫ t

0

dsP (−)(bs

∫ s

0

ds1Bbs1U
n
s1)− ibt

∫ t

0

dsP (−)(bs

∫ s

0

ds1b
+
s1Tbs1U

n
s1)

= bt

∫ t

0

dsbsU
0 − iAbt

∫ t

0

dsP (−)(

∫ s

0

ds1δ(s− s1)U
n
s1)

−ibt

∫ t

0

dsP (−)(bs

∫ s

0

ds1Bbs1U
n
s1)−iT bt

∫ t

0

dsP (−)(

∫ s

0

ds1δ(s−s1)bs1U
n
s1)

= bt

∫ t

0

dsbsU
0 − iAbt

∫ t

0

dsP (−)(Un
s )− iBbt

∫ t

0

dsbsP
(−)(

∫ s

0

ds1bs1U
n
s1)

−iT bt

∫ t

0

dsP (−)(bsU
n
s )

Since

Abt

∫ t

0

dsP (−)(Un
s ) = Abt

∫ t

0

dsP (−)([U0−i

∫ s

0

ds1(Ab
+
s1+Bbs1+b+s1Tbs1)U

n−1
s1 ])

= Abt

∫ t

0

dsP (−)(U0)− iAbt

∫ t

0

dsP (−)(

∫ s

0

ds1Ab
+
s1U

n−1
s1 )

−iAbt

∫ t

0

dsP (−)(

∫ s

0

ds1Bbs1U
n−1
s1 )−iAbt

∫ t

0

dsP (−)(

∫ s

0

ds1b
+
s1Tbs1U

n−1
s1 )

= Abt

∫ t

0

dsP (−)(U0)− iA

∫ t

0

dsP (−)(

∫ s

0

ds1Aδ(t− s1)U
n−1
s1 )

−iABbt

∫ t

0

dsP (−)(

∫ s

0

ds1bs1U
n−1
s1 )−iAT

∫ t

0

dsP (−)(

∫ s

0

ds1δ(t−s1)bs1U
n−1
s1 )
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= Abt

∫ t

0

dsP (−)(U0)− iABbt

∫ t

0

dsP (−)(

∫ s

0

ds1bs1U
n−1
s1 )

because that terms contain (δ(t− s1)) which is not time consecutive, so it

gives zero contribution. It follows that

bt

∫ t

0

dsP (−)(bsU
n+1
s )

= bt

∫ t

0

dsbsU
0−i[Abt

∫ t

0

dsP (−)(U0)−iABbt

∫ t

0

dsP (−)(

∫ s

0

ds1bs1U
n−1
s1 )]

−iBbt

∫ t

0

dsbsP
(−)(

∫ s

0

ds1bs1U
n
s1)−iT bt

∫ t

0

dsP (−)(bsU
n
s ) = bt

∫ t

0

dsbsU
n+1
s

this finish the induction. Then (22) and (25) leads to

btP
(−)(Ut) = bt − iBbt

∫ t

0

dsbsUs (27)

Then (27) becomes

btUt = KbtP
(−)(Ut)− icKAUt (28)

replacing (28) in (7) we get

∂tUt = −i
[
(A− iTKcF−)b+t Ut +BKbtP

(−)(Ut) + b+t TKbtP
(−)(Ut)− iBKcAUt

]

and then the result.
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We study the robustness of the sensitivity with respect to parameters in expec-

tation functionals with respect to various approximations of a Lévy process.

As sensitivity parameter, we focus on the delta of an European option as the

derivative of the option price with respect to the current value of the underlying

asset. We prove that the delta is stable with respect to natural approximations

of a Lévy process, including approximating the small jumps by a Brownian

motion. Our methods are based on the density method, and we propose a new

conditional density method appropriate for our purposes. Several examples are

given, including numerical examples demonstrating our results in practical sit-
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uations.

1. Introduction

The dynamics of asset prices seems to be well modeled by Lévy processes

and most of current research in mathematical finance is focused around this

class (see e.g. Cont and Tankov6). When modeling the asset dynamics, it

can be difficult to determine the most appropriate process among the wide

variety in the Lévy family. For example, some authors promote the general-

ized hyperbolic class (see for instance Eberlein8) and Barndorff-Nielsen2),

while others prefer the CGMY model (see Carr et al.4). Furthermore, it

is a philosophical question whether asset prices are driven by pure-jump

processes, or if there is a diffusion in the non-Gaussian dynamics (see e.g.

Eberlein and Keller9 for a discussion). From a statistical point of view it

may be very hard to determine whether a model should have a diffusion

term or not.

In this paper we are dealing with the robustness of expectation func-

tionals of models chosen within the Lévy family. In particular, we study

the sensitivity with respect to parameters in the functionals with respect

to various approximations of a Lévy process. As sensitivity parameter, we

choose to focus on the delta of an European option as the derivative of the

option price with respect to the current value of the underlying asset.

There are several methods of computation of the delta, but in this

presentation we consider the so-called density method which is proper of

Lévy models admitting a probability density absolutely continuous with

respect to the Lebesgue measure. This method was introduced in Broadie

and Glasserman3 for Brownian models, but it is not restricted to this case.

Following the density method, the computation of the delta leads to a for-

mula of the type:

∆ :=
∂

∂so
E [g(Sso(T ))] = E [g(Sso(T ))× π] , (1)

where (Sso(t))t≥0, (S(0) = so > 0), is the discounted price of the asset

and g(Sso(T )) is the payoff of a European option with maturity T > 0.

The random variable π is called weight. The underlying idea is to move

the differentiation with respect to the parameter so to the density function,

thus the weight π is given by the log-derivative of the density. Since most

asset price models are defined as the exponential of a Lévy process (see

for instance Eberlein8), we choose to work in this paper with expectation
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functionals of the form

F (x) = E [f(x+ L(T ))] .

We easily recover the above by letting x = ln so and f(y) = g(ey). The

application of the density method will yield a weight π which is the log-

derivative of the density of L(T ).

As a variation to this method we introduce the conditional density

method which allows some flexibility in the computation when dealing with

Lévy models not of Brownian nature. The conditional density method relies

on the observation that we may use conditioning in order to separate out

differentiable density in the expectation function. More precisely, if we have

a random variable which may be represented as a sum of two independent

random variable, where one possesses a differentiable density, we may use

conditional expectation and the “classical” density approach to move the

differentiation to this density. We recall from the Lévy-Kintchine represen-

tation of Lévy processes that any Lévy process can be represented as a

pure-jump process and an independent drifted Brownian component. The

application of the conditional density method provides different weights

than the density method. The fact that the weights are not unique is well-

known, as this appears also by application to other methods of computa-

tions, e.g. the so-called Malliavin methods. We stress that the delta is in

any case the same, only the computation method is different. It is well-

known that the density method provides an expression for the delta which

has minimal variance. This is the meaning of optimality for weights. The

weights derived by the conditional density method are not optimal.

From the point of view of robustness to model choice, our point of

departure is the paper of Asmussen and Rosinski,1 where it is proven that

the small jumps of a Lévy process (L(t))t≥0 can be approximated by a

Brownian motion scaled with the standard deviation of the small jumps,

that is,

L(t) ≈ σ(ε)B(t) +Nε(t),

where Nε is a Lévy process with jumps bigger than ε and (Bt)t≥0 is an

independent Brownian motion. Note that if the Lévy process has a con-

tinuous martingale part, Nε includes it. The function σ(ε) is the standard

deviation of the jumps smaller than ε of the Lévy process, which can be

computed as the integral of z2 with respect to the Lévy measure in a ball of

radius ε. Obviously, σ(ε) tends to zero with ε. In fact, this approximative

Lévy process converges in distribution to the original one. Based on this ap-

proximation, which is popular when simulating the paths of different Lévy
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processes like the normal inverse Gaussian (see Rydberg13), we investigate

the relationship of the deltas derived from the two respective models. From

the results of Asmussen and Rosinski,1 we know that the respective option

prices converge when ε goes to zero. The question is if the same holds true

for the deltas, and in this paper we show that this is indeed the case.

In itself it is maybe not a priori surprising that the deltas are robust

with respect to Lévy models which are approximately equal, but it turns out

that for pure-jump Lévy processes one obtain weights for the approximating

model which explode when ε tends to zero. Hence, the random variable in-

side the expectation diverges. However, due to an independence property in

the limit which is not found in the classical setting of the density method,

the delta converges anyhow. However, the variance of the expression ex-

plodes, which in turn implies that the weights are highly inefficient from a

Monte Carlo point of view. The same problem does not occur for Lévy pro-

cesses having a continuous martingale part. Hence, we conclude that even

though the delta is robust towards these approximations, the resulting ex-

pressions for the deltas may become inefficient for practical simulation, at

least in the pure-jump case. We study numerical examples discussing this

problem. Also, we provide convergence rates for the approximative deltas.

Our presentation is organized as follows. After a short introduction on

Lévy processes, we discuss the computational methods for the delta based

on the existence of a probability density function: we revise the density

method and we introduce the conditional density method. Then we dis-

cuss the problems related to model robustness and we present our results

in connection to the analysis of sensitivity. Several examples are provided,

including different classes of Lévy process and relevant functions f . A nu-

merical study investigates our findings in a practical setting based on Monte

Carlo simulations. Comments on our results and future research are given

as conclusion.

2. Density based methods for the computation of

derivatives

In this Section we introduce and analyze the so-called density method for

the calculation of derivatives with respect to parameters in expectation

functionals. The density method is a classical approach based on the repre-

sentation of the derivative of the expectation functionals as an expectation

involving the logarithmic derivative of the density function. We recall basic
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results in this area, and propose a conditional density approach which may

be useful in certain contexts.

2.1. Some mathematical preliminaries

Let (Ω,F ,P) be a complete probability space equipped with a filtration

{Ft}t∈[0,T ] satisfying the usual conditions. We introduce the generic nota-

tion L(t) for a Lévy process on the probability space, and denote by B(t)

a Brownian motion, with t ∈ [0, T ] and L(0) = B(0) = 0 by convention. In

the sequel of the paper, we fix T = 1 for simplicity in notation. We work

with the RCLLa version of the Lévy process, and let △L(t) = L(t)−L(t−).

Denote the Lévy measure of L(t) by Q(dz). This is a σ-finite Borel measure

on R0 , R− {0}.
We recall the Lévy-Itô decomposition for a Lévy process (See e.g.

Sato14).

Theorem 2.1. Lévy-Itô decomposition.

Let L(t) be a Lévy process and Q its Lévy measure. Then we have:

• Q verifies

∫

R0

min(1, z2)Q(dz) < ∞.

• The jump measure of L(t), denoted by N(dt, dz), is a Poisson random

measure on [0,∞[×R with intensity measure Q(dz) dt.

• There exists a Brownian motion W (t) such that

L(t) = at+ bW (t) + Z(t) + lim
ε↓0

Z̃ε(t), (2)

where

Z(t) ,
∑

s∈[0,t]

△L(s)1{|△L(s)|≥1} =

∫ t

0

∫

|z|≥1

z N(ds, dz)

aRight-continuous with left limits, also called càdlàg.
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and

Z̃ε(t) ,
∑

s∈[0,t]

△L(s)1{ε≤|△L(s)|<1} − t

∫

ε≤|z|<1

z Q(dz)

=

∫ t

0

∫

ε≤|z|<1

z Ñ(ds, dz) ,

where Ñ(dt, dz) := N(dt, dz)−Q(dz)dt is the compensated Poisson random

measure of L(t) and a, b ∈ R are two constants. The limit in (2) is meant

with convergence almost sure and uniform in t ∈ [0, 1], The components W ,

Z and Z̃ε are independent.

We introduce the following notation for the variation of the Lévy process

L(t) close to the origin. For 0 < ε ≤ 1,

σ2(ε) ,

∫

|z|<ε

z2 Q(dz) . (3)

Since any Lévy measure Q(dz) integrates z2 in an open interval around

zero, we have that σ2(ε) is finite for any ε > 0. The σ2(ε) represents the

variance of the jumps smaller than ε of L(t) in the case it is symmetric and

has mean zero. We will frequently make use of σ2(ε) for our studies. But

first, we recall a result of Orey12 which relates the asymptotic behavior of

the Lévy measure at zero (that is, the asymptotic behavior of σ2(ε) as ε

tends to zero) to the smoothness of the probability density of L(t).

Theorem 2.2. Let L(t) be a Lévy process, then it follows:

• If b > 0 or Q(R0) = ∞, then L(t) has a continuous probability density

pt(.) on R.

• If there exists γ ∈]0, 2[ such that Q(dz) satisfies

lim inf
ε→0

σ2(ε)

εγ
> 0 , (4)
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then the probability density pt of L(t) is infinitely continuously differ-

entiable and for all n ≥ 1,

lim
|x|→∞

∂npt
∂xn

(x) = 0 .

We observe that both the α-stable and the normal inverse Gaussian

(NIG) Lévy processes satisfy condition (4) ensuring the existence of a

smooth density. Indeed, the Lévy measure of an α-stable process with

α ∈]0, 2[ is (see for instance Sato14)

Q(dz) = c1|z|−1−α1{z<0} dz + c2z
−1−α1{z>0} dz ,

with c1, c2 ≥ 0 and c1 + c2 > 0. Therefore,

σ2(ε) =
c1 + c2
2− α

ε2−α .

Hence, choose γ = 2−α to verify condition (4). The NIG Lévy process has

Lévy measure (see Barndorff-Nielsen2),

Q(dz) =
αδ

π|z|K1(α|z|)eβz dz ,

where α, β, δ are parameters satisfying 0 ≤ β ≤ α and δ > 0, and K1(z) is

the modified Bessel function of the third kind with index 1. Using properties

of the Bessel functions (see Assmussen and Rosinski1), one finds

σ2(ε) =
2δ

π
ε .

Hence, letting γ = 1 we readily verify condition (4) also for the NIG Lévy

process.

Thm. 2.2 is useful in our analysis since it ensures that the density func-

tion of a Lévy process is differentiable, which is the basic requirement for

the applicability of the so-called density method which we study next.

2.2. The density method

In this paper we are concerned with the derivative of the expectation of

functionals of the form

F (x) , E [f(x+ Y )] , (5)

for a random variable Y and a measurable function f such that f(x+Y ) ∈
L1(P) for each x ∈ R (or in some subset of R). Here, we denote by L1(P)
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the space of all random variables which are integrable with respect to P.

In most of our forthcoming analysis, Y will be a Lévy process L(t) or

some approximation of such including Brownian motion. We call a random

variable π a weight if f(x+ Y )π ∈ L1(P) for x ∈ R and

F ′(x) ,
dF (x)

dx
= E [f(x+ Y )π] . (6)

A straightforward derivation inside the expectation operator would lead

to F ′(x) = E[f ′(x + Y )], so a sensitivity weight can be viewed as the

result after a kind of “integration-by-parts” operation. The advantage with

an expression of the form (6) is that we can consider the derivative of

expectation functionals where the function f is not differentiable. Examples

where this is relevant include the calculation of delta-hedge ratios in option

pricing for “payoff-functions” f being non-differentiable (digital options,

say). Other examples are the sensitivity of risk measures with respect to a

parameter, where the risk measure may be a non-differentiable function of

the risk (Value-at-Risk, say, which is a quantile measure).

There exist by now at least two methods to derive sensitivity weights

for functionals like F (x). The classical approach is the density method,

which transfers the dependency of x to the density function of Y , and then

differentiate. An alternative method is the Malliavin approach, applying the

tools from Malliavin calculus to perform an integration-by-parts utilizing

the Malliavin derivative rather than classical differentiation. We refer to

Fournié et al.11 for more information on this approach.

Let us discuss the density method (see Broadie and Glasserman3 for

applications to finance). Suppose Y has a density pY with respect to the

Lebesgue measure dt. Then, from classical probability theory, we have that

F (x) =

∫

R

f(x+ y)pY (y) dy =

∫

R

f(y)pY (y − x) dy . (7)

Hence, the expectation functional F (x) can be expressed as a convolution

between f and pY . Recalling Thm. 8.10 in Folland,10 as long as f ∈ L1(R)

and pY ∈ Cn
0 (R), F is n times continuously differentiable and its derivatives

can be expressed as

F (k)(x) =

∫

R

f(y)(−1)k
dk

dyk
pY (y − x) dy ,

for k ≤ n and F (k) denoting the k’th derivative of F . Here we have denoted

the space of Lebesgue integrable functions on R by L1(R) and the space

of differentiable (up to order n) functions on R vanishing at indfinity by

Cn
0 (R).
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Restricting our attention to n = 1, and assuming that pY (y) > 0 for

y ∈ R, we find that

F ′(x) =

∫

R

f(x+ y)(− d

dy
ln pY (y))pY (y) dy = E [f(x+ Y )(−∂ ln pY (Y ))] .

Thus, the density method yields a weight π = −∂ ln pY (Y ), the logarith-

mic derivative of the density. As we see from the above, under very mild

assumptions on the density of Y and the function f , we can find a weight

π for calculating the derivative of F without having to differentiate f .

Assuming that f ∈ L1(R) is rather strict in many applications. We

can relax the conditions on f considerably as follows. Suppose that pY is

differentiable and strictly positive, and f(·)p′Y (· − x) is bounded uniformly

in x by an integrable function on R. Then, according to Thm. 2.27 in

Folland,10 we have

F ′(x) =
d

dx

∫

R

f(y)pY (y − x) dy

=

∫

R

f(y)(−1)p′Y (y − x) dy

=

∫

R

f(x+ y)(− d

dy
ln pY (y))pY (y) dy

= E [f(x+ Y )(−∂ ln pY (Y ))] .

We obtain the same weight π = −∂ ln pY (Y ) as above, naturally. However,

we can include functions f which can grow at infinity as long as the density

(and its derivative) dampens this growth sufficiently. This ensures that we

can apply the density method in financial contexts like calculating the delta

of a call option.

2.3. The conditional density method

Another case which is important in our analysis will be the situation where

we have two independent strictly positive random variables Y and Z with

densities pY and pZ , respectively. In some situations that we will encounter

in the sequel, only one of the two densities may be known, or one of the

two may be simpler to be used for computational purposes. We propose a

conditional density method for such cases.

Obviously, if the density of Y + Z is known, we are in the situation

described in the previous subsection. Under the hypotheses stated there,

we may apply the standard density method in order to find the derivative
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of the functional

F (x) = E [f(x+ Y + Z)] .

In this case we find

F ′(x) = F ′
Y+Z(x) = E [f(x+ Y + Z)(−∂ ln pY+Z(Y + Z))] .

We use the notation F ′
Y+Z(x) to emphasize that we apply the density

method to the sum Y + Z.

On the onter hand, if only one of the two densities pY or pZ is known or

better fitting computations, we can apply the conditional density method

as follows. Since by conditioning we have

F (x) = E [E [f(x+ Y + Z) |Y ]] = E [E [f(x+ Y + Z) |Z]] ,

we find (see Sato, Prop. 1.16)

F (x) =

∫

R

E [f(y + Z)] pY (y − x) dy =

∫

R

E [f(z + Y )] pZ(z − x) dz .

This holds as long as E [f(·+ Z)] pY (· −x) is integrable (or, symmetrically,

E [f(·+ Y )] pZ(· − x) is integrable). Strictly speaking, the Proposition 1.16

in Sato is only valid under boundedness conditions, however, these can be

relaxed by standard limiting arguments. The expressions of F (x) can be

used in two ways to derive the derivative F ′(x): First, we find

F ′
Y (x) = E [f(x+ Y + Z)(−∂ ln pY (Y ))] ,

as long as pY is differentiable and E [f(· − Z)] p′Y (· − x) is bounded by an

integrable function uniformly in x, say. Symmetrically, we obtain

F ′
Z(x) = E [f(x+ Y + Z)(−∂ ln pZ(Z))] ,

whenever E [f(· − Y )] p′Z(· − x) is bounded by an integrable function uni-

formly in x. Obviously, F ′
Y (x) = F ′

Z(x) = F ′
Y+Z(x) = F ′(x), however, the

three different calculations lead to three different weights, being, respec-

tively,

πY+Z , −∂ ln pY+Z(Y + Z)

πY , −∂ ln pY (Y )

πZ , −∂ ln pZ(Z) .

The two last are resulting from the conditional density method, while the

first one is from the density method. These three weights are genuinely

different.
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3. Robustness of the delta to model choice

In this Section we will analyze the sensitivity of expectation functionals

with respect to Lévy processes and their approximations. Our main focus

will be on cases where a Lévy process L(t) and its approximation Lε(t) are

indistinguishable in practical contexts for small ε. Hence, in a concrete ap-

plication, we may think of two models L(t) and Lε(t) for the same random

phenomenon which we cannot in practical terms separate. For instance,

we may think of two speculators in a financial market who want to price

an option. The first investor believes in a model given by L(t), while the

other chooses a model Lε(t), being slightly different than the former. The

distributions of the two models will be very close, and thus also the derived

option price. However, the main question we want to analyze in this paper

is whether the same holds true for the sensitivities (or the Greeks in finan-

cial terminology). We refer to this question as a problem of robustness of

sensitivities to model choice.

We analyze a particular class of approximations of L(t), namely the one

introduced by Asmussen and Rosinski1 where the small jumps of L(t) are

substituted by an appropriately scaled Brownian motion. Before analyzing

the sensitivity parameter delta for such approximations, we include for the

convenience of the reader some details on small jump approximations and

convergence.

3.1. Small jump approximations of Lévy processes

In applications of Lévy processes, it is often useful to approximate the small

jumps by a Brownian motion. This approximation was advocated in Ryd-

berg13 as a way to simulate the path of a Lévy process with NIG distributed

increments, and later studied in detail by Asmussen and Rosinski.1

Recall the Lévy-Itô decomposition of a Lévy process L(t) as given in

(2) and introduce now an approximating Lévy process

Lε(t) , at+ bW (t) + σ(ε)B(t) + Z(t) + Z̃ε(t) , (8)

with σ2(ε) defined in (3) and B(t) being a Brownian motion independent

of L(t) (which in fact also means independent of W (t)). From the definition

of Z̃ε, we see that we have substituted the small jumps (compensated by

their expectation) in L(t) by a Brownian motion scaled with σ(ε). Hence,

we approximate the small jumps by a Brownian motion with the same

variance as the compensated small jumps. We have the following result:
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Proposition 3.1. Let the processes L(t) and Lε(t) be defined as in equation

(2) and (8), respectively. Then, for every t, we have:

lim
ε−→0

Lε(t) = L(t) the convergence is in L1 and P− a.s.

Proof. Whenever ε → 0, it follows that

E [|Lε(t)− L(t)|] = E

[
|σ(ε)B(t)−

∫ t

0

∫

0≤|z|≤ε

zÑ(ds, dz)|
]

≤ σ(ε)E [|B(t)|] + E

[
|
∫ t

0

∫

0≤|z|≤ε

zÑ(ds, dz)|
]

≤ σ(ε)E
[
B2(t)

]1/2
+ E

[(∫ t

0

∫

0≤|z|≤ε

zÑ(ds, dz)
)2

]1/2

≤ 2σ(ε)
√
t −→ 0 ,

from the triangle and Cauchy-Schwarz inequalities. This proves the conver-

gence in L1. As for the P-a.s. convergence, this follows directly from the

proof of the Lévy-Kintchine formula (See Thm. 19.2 in Sato14).

The study in Asmussen and Rosinski1 gives a central limit type of result

for the approximation of the small jumps. It says that the small jumps are,

after scaling by σ(ε), indeed close to be standard normally distributed.

We note that the above result only says that, for every t, the two random

variables L(t) and Lε(t) are close in distribution, but nothing about the

asymptotic distribution of the small jumps in the limit. Indeed, under an

asymptotic condition on σ(ε), the result in Ref. 1 is:

Theorem 3.1. If

lim
ε→0

σ(ε)

ε
= ∞, (9)

then

lim
ε→0

σ−1(ε)Z̃ε = B ,

where B is a Brownian motion and the convergence is in distribution.
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This results supports the choice of using a Brownian motion and the scale

σ(ε) for the small jumps of a Lévy process.

3.2. Robustness to model choice

Assume that f : R 7→ R is a measurable function and that for each x

belonging to a compact set of R, there exists a random variable U ∈ L1(P)

such that |f(x + Lε(1))| ≤ U for all ε. Without loss of generality, we can

consider x ∈ [x1, x2], for some x1, x2 ∈ R. Since f(x + Lε(1)) converges

almost surely to f(x+ L(1)), by dominated convergence it holds that

lim
ε↓0

E [f(x+ Lε(1))] = E [f(x+ L(1))] = F (x) . (10)

Such expectation functionals arise in pricing of options, where f is the payoff

function from the option and x+L(1) is the state of the underlying asset at

exercise time 1. If f(x) = 1{x<q}, we may view the expectation as coming

from a simple quantile risk measure on the random variable x+L(1), where

the x is the initial state of the system under consideration. For notational

simplification, we introduce

Fε(x) , E [f(x+ Lε(1))] (11)

and set F0(x) = F (x). We analyze F ′
ε(x) and its convergence to F ′(x).

To differentiate Fε(x), we have in fact a multiple of different approaches.

Motivated from the Malliavin method of Davis and Johansson7 for jump

diffusions, it is natural to use the conditional density method with respect

to the Brownian motion. However, this leads to three possibilities. Either we

can differentiate with respect to the original Brownian motionW (t), or with

respect to B(t), or finally with respect to a new Brownian motion defined as

the sum of the two. This will lead to three new expectation operators, which

we would like to converge to F ′(x) when ε ↓ 0. As we will see, this is indeed

the case, however, the three choices have different properties. Obviously, if

the distribution of Lε(t) is available, one would prefer to use the density

method directly on this. However, due to the truncation of the jumps at ε,

this will not, in most practical applications, be available.

To get some intuition on the problem we are facing, let us consider a

trivial case of a Brownian motion

L(t) = bW (t) .

Of course, in this case we have by a straightforward application of the
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density method

F ′(x) = E

[
f(x+ bW (1))

W (1)

b

]
.

Now, introduce

Lε(t) =
√

b2 − ε2W (t) + εB(t)

where B(t) is an independent Brownian motion. Note that Lε(t) in distri-

bution is identical to L(t), so it is in this sense not an approximation of

L(t) as above for the Lévy case. However, we are mimicking the approxima-

tion procedure above by representing the “small jumps” of W (t) by a new

Brownian motion B(t). If we first apply the conditional density method on

W (t), we find

F ′
ε(x) =

d

dx

∫

R

E [f(u+ εB(1))] p√b2−ε2W (1)(u− x) dx

= E

[
f(x+ Lε(1))

W (1)√
b2 − ε2

]
,

where we recall that pX denotes the probability density of the random

variable X. We see easily that F ′
ε(x) converges nicely to F ′(x). Next, dif-

ferentiating using the distribution of
√
b2 − ε2W (1)+ εB(1) leads similarly

to

F ′
ε(x) = E

[
f(x+ Lε(1))

√
b2 − ε2W (1) + εB(1)

b2

]
.

This will again converge nicely to F ′(x). Finally, apply the procedure with

respect to B(t) to find

F ′
ε(x) = E

[
f(x+ Lε(1))

B(1)

ε

]
.

This results in a sensitivity weight B(1)/ε which explodes when ε ↓ 0, and it

is not immediately clear by direct inspection of the functional if it is nicely

behaving when taking the limit. However, since all the three approaches

above lead to the same derivative F ′
ε(x), we are ensured that the limit also

in this case is equal to F ′(x). However, from a practical perspective the

weight will have a very high variance compared to the two first approaches,

and therefore it is not useful in numerical simulations. This illustrates that

the approach of Davis and Johannson7 is not necessarily leading to sensi-

tivity weights which are “good”. In particular we should notice that in the

case of pure-jump Lévy processes we will not have any W (t)-term, and we

are somehow “forced” to use the density method with respect to B(t), the
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approximating Brownian motion. This may lead to problems when under-

standing the limit since we will not have any comparison.

Let us go back to the general case, where we first suppose that b > 0

in (2) and apply the density method on the combination of W (t) and B(t).

To distinguish between the different sensitivity weights, we introduce some

notation. Let the derivative of Fε(x) with respect to x resulting from ap-

plying the density method on W (t), which is the Brownian motion in the

Lévy-Kintchine representation of L(t), be denoted by F ′
ε,W (x). Further, we

use the notation F ′
ε,B(x) and F ′

ε,B,W (x) for the derivative when we use the

density method with respect to the small-jump approximating process B

or bW (t) + σ(ε)B(t), respectively. Note that even though we may have the

density of L(t), it may be very hard to find the density of Lε(t), and thus

to apply the density method on the approximating process directly.

We denote by Ck
b the space of k-times continuously differentiable func-

tions with all derivatives bounded, C0
b will be denoted by Cb, the space

of bounded and continuous functions. It is simple to derive the following

result:

Proposition 3.2. Suppose f ∈ Cb. For every ε > 0, we have that

F ′
ε,B(x) = E

[
f(x+ Lε(1))

B(1)

σ(ε)

]

F ′
ε,B,W (x) = E

[
f(x+ Lε(1))

bW (1) + σ(ε)B(1)

b2 + σ2(ε)

]
.

If b > 0, we have in addition that

F ′
ε,W (x) = E

[
f(x+ Lε(1))

W (1)

b

]
.

Proof. Using the conditional density method applied to B(t), we get

F ′
ε(x) =

∂

∂x

∫

R

E[f(u+ a+ bW (1) + Z(1) + Z̃ε(1))]pσ(ε)B(1)(u− x)dx.

Here we can dominate the density Pσ(ε)B(1)(u − x) uniformly in x by an

integrable function which is a sufficient condition to take the derivative

inside the integral if f is bounded. Applying the conditional density method

to bW (t)+σ(ε)B(t) and W (t), respectively, and using the same arguments

above to take the derivative inside the integral, we get the result.
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Note that F ′
ε,B(x) = F ′

ε,B,W (x) = F ′
ε,W (x) for all ε > 0. Moreover, we

have the following robustness result when b > 0, that is, when the Lévy

process L(t) has a continuous martingale term.

Proposition 3.3. Suppose that the diffusion coefficient b > 0 and that

f ∈ Cb. Then we have

lim
ε↓0

F ′
ε,W (x) = lim

ε↓0
F ′
ε,B,W (x) = lim

ε↓0
F ′
ε,B(x) = E

[
f(x+ L(1))

W (1)

b

]
= F ′(x) .

Proof. This hinges on the fact that,

F ′(x) = E

[
f(x+ L(1))

W (1)

b

]
.

Now, by the assumption on f(x + Lε(1))W (1) and the dominated conver-

gence theorem, we find that

lim
ε↓0

F ′
ε,W (x) = F ′(x) .

Furthermore, since F ′
ε,B(x) = F ′

ε,B,W (x) = F ′
ε,W (x), we have that the limit

of F ′
ε,B,W (x) and F ′

ε,B(x) also exist and are equal to F ′(x). This proves the
result.

Remark that although we cannot bound B(1)/σ(ε) by some integrable

random variable, we still obtain the convergence. This depends on the fact

that the derivative F ′
ε,B(x) is equal to F ′

ε,W (x) when b > 0. When b = 0, we

can not use this argument anymore, however, we have the following simple

result when f is smooth.

Proposition 3.4. Suppose f ∈ C1
b and that there exists a random variable

U ∈ L1(P) such that |f ′(x+ Lε(1)| ≤ U uniformly in x and ε. Then

lim
ε→0

F ′
ε,B(x) = F ′(x) = E [f ′(x+ L(1))] .

Proof. First, observe that |f ′(x + L(1))| ≤ U uniformly in x by choos-

ing ε = 0 in the assumption. Hence, by Thm. 2.27 in Folland,10 F (x) is

differentiable, and we can move the differentiation inside the expectation

operator to obtain

F ′(x) = E [f ′(x+ L(1))] .
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This proves the second equality. Next, by the same argument, we have that

F ′
ε(x) =

d

dx
E [f(x+ Lε(1))] = E [f ′(x+ Lε(1))] .

From the conditional density method, we know that F ′
ε,B(x) = F ′

ε(x). By

dominated convergence, it holds that

lim
ε→0

F ′
ε(x) = F ′(x)

and the proof is complete.

Note that the result holds for all b ≥ 0, and we could have used it to

prove the limits for b > 0 as well in the smooth case of f .

In many applications, like for instance in finance, the assumption that

f should be continuous and bounded is too restrictive. For example, a call

option will lead to an unbounded function, whereas a digital option gives

a discontinuous f . Hence, it is natural to look for extensions of the above

results to classes of functions where the conditions on f are weakened.

One natural approach is to look at classes of functions f which can be

approximated by functions in Cb. Another path, which we shall take here,

is to apply Fourier methods.

Let now f ∈ L1(R). The Fourier transform of f is defined by

f̂(u) =

∫

R

f(y)eiuy dy . (12)

Suppose in addition that f̂ ∈ L1(R). Then the inverse Fourier transform is

well-defined, and we have

f(y) =
1

2π

∫

R

e−iuy f̂(u) du . (13)

With these two definitions at hand, we can do the following calculation

taken from Carr and Madan.5 Assume for every x that f(x+ ·) is integrable
with respect to the distribution pL(1)(dy) of L(1). Then

E[f(x+ L(1))] =

∫

R

f(x+ y)pL(1)(dy) .

Invoking the inverse Fourier transformed representation of f in (13), and

applying Fubini-Tonelli to commute the integration, we find

E[f(x+ L(1))] =

∫

R

{ 1

2π

∫

R

e−i(x+y)uf̂(u)du
}
pL(1)(dy)

=
1

2π

∫

R

e−iux
{∫

R

e−iuypL(1)(dy)
}
f̂(u)du .
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Thus, it follows that

E[f(x+ L(1))] =
1

2π

∫

R

e−iuxϕL(1)(u)f̂(u)du , (14)

where ϕL(1) is the characteristic function of L(1) defined from the Lévy-

Kintchine formula as

ϕL(1)(u) = exp

(
iau− 1

2
b2u2 +

∫

R0

eiuz − 1− iuz1|z|<1 Q(dz)

)
. (15)

We have the following Lemma for the delta.

Lemma 3.1. Under the condition uf̂(u) ∈ L1(R) we have

F ′(x) =
∂

∂x
E[f(x+ L(1))] =

1

2π

∫

R

−iue−iuxϕL(1)(u)f̂(u) du .

Proof. We differentiate the integrand in (14) and dominate it uniformly

in x:

| ∂
∂x

e−iuxϕL(1)(u)f̂(u)| = | − iu
e−iux

2π
ϕL(1)(u)f̂(u)| ≤ |uf̂(u)| .

The result follows by appealing to Prop. 2.27 in Folland.10

Note that the condition uf̂(u) ∈ L1(R) is related to the derivative of f , since

as long as f is differentiable we have f̂ ′(u) = uf̂(u) whenever f ′ ∈ L1(R).

We finally reach the desired stability result for non-smooth f ’s.

Proposition 3.5. Suppose that

uf̂(u) ∈ L1(R).

Then we have

lim
ε→0

∂

∂x
E[f(x+ Lε(1))] =

∂

∂x
E[f(x+ L(1))] .

Proof. From Lemma 3.1 applied to Lε(1) we have

∂

∂x
E[f(x+ Lε(1))] =

1

2π

∫

R

−iue−iuxϕLε(1)(u)f̂(u) du .

But,

| − iue−iuxϕLε(1)(u)f̂(u)| ≤ |uf̂(u)|
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which, from the assumption, permits us to take the limit inside the integral

and the result follows by Prop. 2.24 in Folland.10

Observe that in the Proposition above we handle b ≥ 0, and there

is no need to differentiate between the cases b = 0 and b > 0. There is

no requirement of continuity of f in the above arguments. However, the

integrability restriction excludes unbounded functions f , like for instance

those coming from option pricing. However, we can easily deal with such by

introducing a damped function f in the following manner. Define for α > 0

the function

gα(y) = e−αyf(y) . (16)

Assuming that gα ∈ L1(R) and ĝα ∈ L1(R) for some α > 0, we can apply

the above results for gα. To translate to f , observe that

f(y) =
1

2π

∫

R

e(α−iu)y ĝα(u) du ,

and

ĝα(u) = f̂(u+ iα) .

Hence, Prop. 3.5 holds for any f such that there exists α > 0 for which we

have the following assumptions

(α− iu)f̂(u+ iα) ∈ L1(R) and eαypL(1)(dy) ∈ L1(R).

As illustration we consider two examples. First, let f be the payoff from

a call option written on an asset with price defined as S(t) = S(0) exp(L(t))

(S(0) > 0). Then, with x = lnS(0), we have

f(y) = max(ey −K, 0)

for K > 0 being the strike price. For α > 1, we have that gα ∈ L1(R).

Moreover,

ĝα(u) =
Ke(iu−α) lnK

(iu− α)(iu− α+ 1)
,

which is in L1(R). By a direct calculation, we find that

(α− iu)f̂(u+ iα) =
K1+iu−α

1 + iu− α
,

which belongs to L1(R). Hence, Prop. 3.5 ensures that the approximation

Lε(1) gives a delta which converges to the delta resulting from the model

with L(1).
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We consider now a digital option written on an asset with price defined as

S(t) = S(0) exp(L(t)) (S(0) > 0). Then, with x = lnS(0), we have

f(y) = 1{ey>B}, B ∈ R+.

For α > 0, we have that gα ∈ L1(R). Moreover,

ĝα(u) =
−Biu−α

iu− α
,

which is in L1(R). By a direct calculation, we find that

(α− iu)f̂(u+ iα) = Biu−α,

which belongs to L1(R).

3.3. Robustness to smoothing of a Lévy process

In the above analysis we have focused entirely on the approximation of

the small jumps in a Lévy process. However, we can apply our analysis

also in a slightly different situation. Suppose that we are dealing with is a

Lévy process for which the density of L(t) (and its log-derivative) may be

hard to compute, or may not even be existent analytically. In this case one

may approximate the derivative of F (x) by considering the following Lévy

process:

L̂ε(t) , L(t) + σ̂(ε)B(t) , (17)

where B(t) is a Brownian motion independent of L(t) and

lim
ε↓0

σ̂(ε) = 0 .

We call L̂ε(t) a smoothing of L(t), since we add an independent Brownian

motion which has a smooth density, and thus L̂ε(t) will possess a smooth

density as well.

Using the same proof as in Prop. 3.1, we have that L̂ε(t) converges in

L1(P) to L(t). Furthermore, since obviously σ̂(ε)B(1) converges a.s. to zero,

L̂ε(1) converges a.s. to L(t). We have

F̂ ′
ε(x) = E

[
f(x+ L̂ε(1))

B(1)

σ̂(ε)

]
. (18)

Tracing through the arguments in the preceeding subsection and assuming

the right conditions on f , we find that

lim
ε→0

F̂ ′
ε(x) = F ′(x) . (19)
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This provides us with another stability result. The derivative of F (x) is

continuous with respect to perturbation of L(t) by σ̂(ε)B(t). As a curiosity,

we can do the following: By independence of L(1) and B(1), we have

E

[
f(x+ L̂ε(1))

B(1)

σ̂(ε)

]
= E

[(
f(x+ L̂ε(1))− f(x+ L(1))

) B(1)

σ̂(ε)

]

+ E

[
f(x+ L(1))

B(1)

σ̂(ε)

]

= E

[
B2(1)

f(x+ σ̂(ε)B(1) + L(1))− f(x+ L(1))

σ̂(ε)B(1)

]
.

Notice, that the fraction on the right is close to a Malliavin derivative,

since we in fact are looking at a derivative of f along B. Loosely speaking,

when taking the limit we are looking at a derivative of f(x + L(1)) in

the direction of B(1), which resembles the idea of Malliavin differentiation.

Furthermore, it is to be expected that this limit will be independent of B(1),

which has variance equal to 1. Informally, we have therefore given a link

between the Malliavin derivative based on Brownian motion and the delta

for Lévy processes. Hence, this motivates that the approach by Davis and

Johansson7 may be extended to more general Lévy processes than merely

Brownian motion and Poisson processes as is the case in their paper. The

formalization of this procedure is left to a future study.

Let us consider an example where the smoothing of L(t) may be an

attractive procedure. The so-called CGMY distribution was suggested in

Carr et al.4 to model asset price returns. It does not have any explicit

density function, but is defined through its cumulant functionb

ψCGMY(θ) = CΓ(−Y )
{
(M − iθ)Y + (G− iθ)Y −GY

}
, (20)

with Γ(x) being the Gamma-function and constants C,G,M and Y . We

suppose that C,G and M are positive, and Y ∈ [0, 2). The CGMY distri-

bution is infinitely divisible, and we can define a CGMY-Lévy process L(t)

with Lévy measure

Q(dz) = C|z|−1−Y exp (−(G1(z < 0) +M1(z > 0))|z|) dz . (21)

Since we do not have explicitly the density function of L(t), the density

method can not be used for deriving sensitivity estimates F ′(x). Instead
we can apply the density method on the Brownian motion after smoothing

L(t). We first verify the condition of Thm. 2.2 for the CGMY-Lévy process,

showing that a smooth density indeed exists.

bThe cumulant function is here the logarithm of the characteristic function
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We have

σ2(ε) = C

∫

|z|<ε

|z|1−Y exp (−(G1(z < 0) +M1(z > 0))|z|) dz ,

and thus it is sufficient to verify the condition in Thm. 2.2 for z > 0. Note

that e−Mz ≥ Mε for 0 ≤ z ≤ ε, and it follows that
∫ ε

0

z1−Y e−Mz dz ≥ 1

2− Y
ε2−Y e−Mε .

Let γ = 2− Y in Thm. 2.2, and we see that

lim inf
ε↓0

σ2(ε)

εγ
≥ 1

2− Y
> 0 ,

as long as Y > 0. Hence, there exists a smooth density for the CGMY-

distribution when Y ∈ (0, 2) and, if we would have this available, we could

calculate F ′(x) via its logarithmic derivative. By smoothing we can approx-

imate F ′(x) by

F̂ ′
ε(x) = E

[
f(x+ L̂ε(1))

B(1)

σ(ε)

]
.

The sensitivity weight will have a large variance for small ε, but it provides

us with an expression that can be calculated using Monte Carlo simulations

based on sampling of the CGMY-distribution and an independent normal

distribution.

As an application, we consider an example from insurance. Let the loss

of an insurance company be described by L(t), and x being the premium

charged by the company to accept this risk. The question for the insurance

company is to find a level x such that the net loss x+L(1) is acceptable. A

simple measure could be that the insurance company can only bear losses

which are above a certain threshold, K say. Given a premium x, they want

to calculate the probability of falling below the threshold K, which can be

expressed by P (x+ L(1) < K). We find

P (x+ L(1) < K) = E
[
1{x+L(1)<K}

]
,

which therefore is an expectation functional on the form we have analyzed

in this paper with f(z) = 1{z<K}. Consider the derivative of this probability
with respect to x, which we call the marginal premium rate:

F ′(x) =
d

dx
E
[
1{x+L(1)<K}

]
.

The marginal premium rate tells us how sensitive the loss probability is with

respect to the premium. Of course, if we know the density of L(1), pL(1),
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and this is differentiable, the marginal premium rate is straightforwardly

calculated to be

F ′(x) = −pL(1)(K − x) .

Thus, changing the premium by dx leads to a change in the loss probability

of −pL(1)(K − x) dx. However, if now the density of L(1) is not known

as is the case for the CGMY-distribution, we can not perform this simple

calculation. By smoothing L(t), we find the approximation

F̂ ′
ε(x) = E

[
1{x+L̂ε(1)<K}

B(1)

σ̂(ε)

]
.

Computations using conditional expectation lead to

F̂ ′
ε(x) = E

[
E

[
1{x+σ̂(ε)B(1)+L(1)<K}

B(1)

σ̂(ε)
|L(1)

]]

= −E
[
pσ̂(ε)B(1)(K − L(1)− x)

]
,

with pσ̂(ε)B(1) being the density function of σ̂(ε)B(1). Thus, also the ap-

proximation can be expressed as a density evaluated in K − x, however,

in this case we need to take the expectation over L(1). Furthermore, the

density is singular when going to the limit.

Using the theory of distribution functions, we give a direct argument

for the convergence of F̂ ′
ε(x) to F ′(x). In fact by integration-by-parts, we

have

F̂ ′
ε,B(x) = −

(
pσ̂(ε)B(1)(K − x− ·), pL(1)

)
2
= −

(
pσ̂(ε)B(1), pL(1)(K − x− ·)

)
2

where (·, ·)2 is the inner product in L2(R), the space of square-integrable

functions on R. Since pσ̂(ε)B(1) → δ0 when σ̂(ε) → 0, we find

lim
ε→0

F̂ ′
ε,B(x) = −

(
δ0, pL(1)(K − x− ·)

)
2
= pL(1)(K − x) = F ′(x) .

This procedure may be carried through rigorously by using Schwartz dis-

tribution theory.

3.4. Some numerical issues

In the last part of this Section we turn our attention to some numerical

issues concerning the use of the conditional density method for the above

approximations.

For numerical purposes, it is of interest to know the rate of convergence

of F ′
ε(x) to F ′(x). We have the following convergence speed for F ′

ε,B,W (x):
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Proposition 3.6. Suppose b > 0, L(t) having finite variance and f being

a Lipschitz continuous function. Then there exists a constant C depending

on x, b, the Lipschitz constant of f , and the variance of L(1) such that

|F ′
ε,B,W (x)− F ′(x)| ≤ Cσ(ε) .

Proof. From the triangle and Cauchy-Schwarz inequalities, we have

|F ′
ε,B,W (x)− F ′(x)|

≤ E

[
|f(x+ Lε(1))− f(x+ L(1))|bW (1) + σ(ε)B(1)

b2 + σ2(ε)

]

+ E

[
|f(x+ L(1))||bW (1) + σ(ε)B(1)

b2 + σ2(ε)
− W (1)

b
|
]

≤ E
[
|f(x+ Lε(1))− f(x+ L(1))|2

]1/2 E
[
(bW (1) + σ(ε)B(1))2

]1/2

b2 + σ2(ε)

+ E
[
f2(x+ L(1))

]1/2
E

[
|bW (1) + σ(ε)B(1)

b2 + σ2(ε)
− W (1)

b
|2
]1/2

.

Letting K being the Lipschitz constant (which we assume being equal to

the growth constant of f for convenience), we get

|F ′
ε,B,W (x)− F ′(x)| ≤ K√

b2+σ2(ε)
E
[
|Lε(1)− L(1)|2

]1/2
+KE

[
(1 + x+ L(1))2

]1/2

×E

[
|
(

b
b2+σ2(ε) − 1

b

)
W (1) + σ(ε)

b2+σ2(ε)B(1)|2
]1/2

.

Since W (1) and B(1) are independent, we find the last expectation to be

(after taking the square-root)

σ(ε)/b
√

(b2 + σ2(ε)) .

Moreover,

Lε(1)− L(1) = σ(ε)B(T ) + Z̃ε(1)− lim
ε↓0

Z̃ε(1) .

Note that the difference between Z̃ε(1) and limε↓0 Z̃ε(1) is the jumps be-

tween 0 and ε. Due to independence of the jumps and the Brownian motion

B, we get

E
[
|Lε(1)− L(1)|2

]
= 2σ2(ε) .

Hence, the result follows.
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We note that with minor modifications of the above proof we can show that

|F ′
ε,B(x)− F ′(x)| ≤ Cσ(ε) ,

where C is a positive constant (not necessarily equal to the constant in the

Proposition above). To show this result, we can simply let b = 0 in the

proof and modify accordingly. Finally, it holds true for F̂ ′
ε(x) as well by

similar arguments.

In practice, one uses Monte Carlo methods in order to calculate F ′
ε(x).

We consider the case F ′
ε,B(x), and recall that the estimated value of this

based on N Monte Carlo simulations is

F ′
ε,B(x) ≈

N∑

n=1

f (x+ lε,n)
bn
σ(ε)

where bn and lε,n are independent random draws of B(1) and Lε(1), respec-

tively. Note that in order to draw from Lε(1), we use the draw from B(1).

The Monte Carlo error (or rather the standard deviation of the error) is

given by

std (f(x+ Lε(1))B(1)) /(
√
Nσ(ε)) .

Assume now for technical simplicity that f is bounded. Then, from domi-

nated convergence and independence of L and B, we find

lim
ε→0

Var
[
f(x+ Lε(1))B(1)

]
= lim

ε→0

{
E

[
f2(x+ Lε(1))B

2(1)
]

− E

[
f(x+ Lε(1))B(1)

]2}

= E

[
f2(x+ L(1))

]
.

Hence,

lim
ε→0

Var

(
f(x+ Lε(1))

B(1)

σ(ε)

)
= ∞.

From this we can conclude the following: If we decide to use the conditional

density method on pure-jump Lévy processes after first doing an approx-

imation, the expression to simulate will have a large variance for small ε.

Indeed, when ε tends to zero the variance explodes. This means that for

close approximations of x + L(1) we will have an expression to simulate

which has a very high variance, and therefore we need a very high num-

ber of samples to get a confident estimate of the delta. In conclusion, the

method may become very inefficient and unstable, and variance-reducing

techniques are called for in order to get reliable estimates.
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4. Numerical examples

We consider some examples to illustrate the conditional density method

and our findings on approximations.

Let us assume that L(t) is an NIG-Lévy process, that is, a Lévy process

with NIG-distributed increments. Supposing L(1) being NIG distributed

with parameters α, β, δ and µ, the density is (see Barndorff-Nielsen2)

pNIG(x;α, β, δ, µ) =
αδ

π
eδ
√

α2−β2+β(x−µ)
K1

(
α
√

δ2 + (x− µ)2
)

√
δ2 + (x− µ)2

. (22)

Here, Kλ is the modified Bessel function of the second order with parameter

λ, which can be represented by the integral

Kν(z) =

√
πzν

2νΓ(ν + 1
2 )

∫ ∞

1

e−zt(t2 − 1)ν−
1
2 dt ,

for ν > − 1
2 and z > 0. We apply the density method to find a sensitivity

weight π: A direct differentiation gives

−∂ lnPNIG(x) = −β + x−µ
δ2+(x−µ)2

×



1−

α
√

δ2 + (x− µ)2K ′
1

(
α
√
δ2 + (x− µ)2

)

K1

(
α
√
δ2 + (x− µ)2

)



 .

We can now use the recursive relation for the derivative of the Bessel func-

tion Kλ, saying (see e.g. Rydberg13)

K ′
1(x) = −1

2
K0(x)−

1

2
K2(x) .

Using the recursion K2(z) = K0(z) + (2/z)K1(z) we reach

K ′
1(z) = −1

z
K1(z)−K0(z) .

Inserting this into the expression of −∂ ln pNIG yields,

π = −∂ ln pNIG(L(1))

= −β +
L(1)− µ

δ2 + (L(1)− µ)2
(23)

×
{
2 + α

√
δ2 + (L(1)− µ)2

K0(α
√
δ2 + (L(1)− µ)2)

K1(α
√
δ2 + (L(1)− µ)2)

}
. (24)

Since this is a function of L(1), it will be a variance optimal weight.
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In applying the Monte Carlo simulation technique, it may be rather

cumbersome to calculate the two modified Bessel functions K1 and K2 in

order to calculate an outcome of the sensitivity weight π. In fact, for each

draw we must perform such a calculation, which makes the method very

inefficient due to the heavy computational burden involved in calculating

Bessel functions. An alternative will then be to use an approximation, like

for instance considering the smoothed random variable L̂ε(1) defined in

(17). Using the conditional density argument, we find that the delta can be

calculated by the expectation operator

F̂ ′
ε(x) = E

[
f(x+ L(1) + εB(1))

B(1)

ε

]
.

Hence, rather than doing numerical calculation of Bessel functions, we sim-

ulate from a normal distribution. From the analysis in this paper, letting

ε → 0 brings us back to the derivative we are interested in. Hence, for

small ε’s, F̂ ′
ε(x) should be reasonably close to F ′(x). We have tested this

numerically in the following examples.

Let α = 50, β = µ = 0 and δ = 0.015. These figures are not unreasonable

estimates for the logreturns of a stock price on a daily scale, see Rydberg.13

Further, we consider a function f being the payoff from a call option with

strike K = 100, that is,

f(x) = max(0, exp(x)− 100) .

We implemented to density method in Matlab by sampling a NIG-

distribution using the technique in Rydberg13 and calculating the Bessel

functions K0(z) and K1(z) using the built-in Matlab function besselk.

The approximation F̂ ′
ε(x) was calculated by drawing samples from a stan-

dard normal distribution.

In Figure 1 we show the resulting derivatives for x = ln(S0) with S0 =

100 and ε = 0.01. Along the horizontal axis we have the number of samples

(in 105) used in the estimation of the expectation operator, and the two

expressions are calculated using common random numbers. The density

method is depicted with a broken line, and we see that it has slightly less

variance than the approximated derivative. But looking at the scale on the

vertical axis, the approximation is pretty good, although it seems that it

is slightly overestimating the true derivative. By reducing ε, we observe a

convergence towards F ′(x), however, at the expense of a higher variance in

the estimation of the expectation in F̂ ′
ǫ(x). This is shown in Figure 2, where

we plot the estimates as function of samples for three different values of ε,
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Fig. 1. The estimated derivative based on the density method (broken line) versus an

approximation using an added Brownian motion (solid line) as a function of the number

of samples (in 105).

ε = 0.01, 0.005 and ε = 0.001. The smaller ǫ, the higher variance, which

leads to a higher number of samples for ensuring accuracy of the estimate.

We note that our numerical example covers the delta of an at-the-money

call option on a stock, where the delta is calculated one time step (one day,

say) prior to the exercise date of the option. We get the delta by dividing

the derivatives F ′(x) and F̂ ′
ε(x) by S0 = 100, resulting from an application

of the chain rule.

To test our method on discontinuous functions f , we considered the

above set-up for a digital option, that is, a payoff function f(x) = 1(ex > K)

for some positive threshold K. The simulations showed that the derivative

F̂ ′
ε(x) had a significantly higher variance when estimated by Monte Carlo

simulations. In fact, one needed to choose number of samples several scales

above what was required for the call option in order to get reasonable es-

timates for the approximated derivative. Hence, from a numerical perspec-

tive, discontinuous functions f seem to behave badly under approximations

by Brownian motions when one applies it to pure-jump Lévy processes.

Variance reducing techniques like quasi-Monte Carlo simulations may be
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Fig. 2. The estimated derivative based on an approximation using an added Brownian

motion as a function of the number of samples (in 105). ε = 0.01 in dotted line, ε = 0.005

in broken line and ε = 0.001 in solid line.

fruitful and speed up the convergence in such situations.

As a final note in this numerical subsection, let us briefly discuss the

issues concerning approximating the small jumps of a Lévy process by a

Brownian motion. Following the idea in this paper, the small jumps are

approximated by σ(ε)B(t) for a suitable scaling σ(ε). The sensitivity weight

is of the form

π =
B(1)

σ(ε)
,

if we have no continuous martingale part in the Lévy process and decide to

use the density method with respect to the Brownian motion B. In order

to simulate F ′
ε,B(x), we must sample from B(1) and Lε(1). The latter is

equivalent to sample from a compound Poisson process since we have only

jumps of size bigger than ε. Indeed, we must sample from a compound

Poisson process with jump size distribution given by

1|z|≥ε Q(dz)/c
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where the normalizing constant c is defined as

c = Q(|z| ≥ ε) .

The jump intensity will be c. This is in principle simple to simulate as long

as one has a routine to sample for the truncated Lévy measure and knows

the constant c. However, using for instance Markov Chain Monte Carlo

methods, one can sample from the jump distribution without knowing the

constant c.

5. Conclusion

In this study we have considered the problem of robustness of the sensitivity

parameter delta to model choice. Our models are selected within the Lévy

family, but they differ according to how the presence of small jumps is taken

into account.

First, following the study in Asmussen and Rosinski,1 we have consid-

ered models with small jumps, see L(t) in (2) and their approximations

given by models with of type Lε(t) (8), where a continuous martingale part

with controlled standard deviation is replacing the small jumps. In this case

both models have the same total variance. In this case Lε(t) −→ L(t), for

ε ↓ 0. Secondly, we have considered a smoothing L̂ε(t) of the Lévy process

L(t). Aslo in this case we have L̃ε(t) −→ L(t), for ε ↓ 0, but there is no

control on the variances between the two models. The two situations can

be usefully applied in different contexts.

In both cases we have addressed the question of the robustness of the

parameter delta

F ′(x) =
d

dx
E[f(x+ L(t)]

F ′
ε(x) =

d

dx
E[f(x+ Lε(t)]

F̂ ′
ε(x) =

d

dx
E[f(x+ L̂ε(t)].

We have applied different methods of computation: the classical density

method and the newly introduced conditional density method. The different

computational techniques for the delta lead to different weights. However

the values of the parameter is the same. Qualitatively, this last one is an

application of computations similar to the ones in the density method,

but applied after having performed some conditioning (this inspired by the

Malliavin method á la Davis and Johansson7). In our analysis we have
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considered functions f with different degrees of regularity, always keeping

in mind the needs coming from applications to finance and insurance. Our

examples include, for example, also the digital option.

Indeed a robustness result is proved, i.e.

F ′
ε(x) −→ F ′(x), ε ↓ 0

F̂ ′
ε(x) −→ F ′(x), ε ↓ 0.

If this is reassuring when coming to applications, we also remark that we

experience some curious situations important from the numerical point of

view. In fact, according to the different methods applied some representa-

tions of the deltas turn out to be highly inefficient. This is evident when

we consider models L(t) with no original continuous martingale component

(i.e. b = 0 in (2)) and we take the corresponding Lε(t) as approximating

model. In this case the conditional density method shows an exploding vari-

ance of the random variable that must be simulated. This yielding to the

need of a large number of samples to get some confident estimate of the

delta.

Our future studies will direct in two directions. On one side we will con-

sider the problem of robustness of the delta to model choice for path depen-

dent options, i.e. for functional f . This will require techniques of Malliavin

calculus. On the other side we will consider the problem of robustness of

prices to model choice under change of measure. To explain, when dealing

with no-arbitrage pricing an equivalent martingale measure (EMM) is re-

quired. This is a probability measure under which the discounted price pro-

cesses are martingales. In incomplete market models, such as those driven

by L(t), the EMMs available are infinite. However, they do not correspond

to the set of EMMs for Lε(t) or L̂ε(t). Our goal is to understand the ro-

bustness of pricing when different models are considered.
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11. Fournié, E., Lasry, J. M., Lébucheux, J., Lions, P. L., and Touzi, N., Ap-

plications of Malliavin calculus to Monte Carlo methods in finance, Finance

Stoch., 3 (1999), 391–412.

12. Orey, S. On continuity properties of infinitely divisible distribution functions,

Annals Math. Statistics, 39 (1968), 936–937.

13. Rydberg, T. H. The normal inverse Gaussian Lévy process: simulation and
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In this paper, we first introduce and study the quantum (K1,K2)-Gross Lapla-

cian denoted ∆QG(K1,K2). Then, we prove that ∆QG(K1,K2) is a well de-

fined and linear continuous operator acting on the space of continuous operators

and has a quantum stochastic integral. Finally, we give an explicit solution of

the quantum heat equation associated with ∆QG(K1,K2). Then, under some

positive conditions, we give an integral representation of this solution.

Keywords: Space of entire functions with growth condition, symbols and kernels

of operators, convolution product, K-quantum Gross Laplacian, quantum heat

equations, integral representation.

1. Introduction

Gross initiated in Ref. 6, the study of the Laplacian operator on an infinite

dimensional space called Gross Laplacian ∆G. Based on white noise anal-

ysis, Kuo in Ref. 12 formulated the Gross Laplacian ∆G in terms of the

Hida differentiation ∂t and its adjoint ∂∗
t . In Ref. 3, Chung and Ji studied

the generalized Laplacian ∆G(K), called the K−Gross Laplacian. To estab-

lish some properties of ∆G(K), they employ the formal integral expression
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given by:

∆G(K) =

∫

R2

τK(s, t)∂s∂tdsdt,

where K is an operator from a complex nuclear Fréchet space E into his

strong topological dual E′ and τK ∈ (E ⊗ E)′ verifying

〈τK , ξ ⊗ η〉 := 〈Kξ, η〉 =
∫

R2

τK(s, t)ξ(t)η(s)dtds, ξ, η ∈ E.

It is clear that in the particular case where K is the identity, we obtain the

usual Gross Laplacian studied in Refs. 12, 13.

We would like to mention the quantum extension of the Gross Laplacian

∆QG (see Refs. 8, 9) which allows us to solve the quantum Cauchy problem.

Such extension is based entirely on the combination of two powerful ideas:

the Gross Laplacian in two infinite dimensional variables and the Schwartz-

Grothendieck theorem.

In this paper, we first introduce a generalized quantum Laplacian

∆QG(K1,K2), called the quantum (K1,K2)-Gross Laplacian, which is a

continuous linear operator acting on the space L(Fθ1(N
′
1),F∗

θ2
(N ′

2)) of con-

tinuous operators from the space of test functions with some growth condi-

tions Fθ1(N
′
1) into the space of the distributions F∗

θ2
(N ′

2). Then, we give a

quantum stochastic integral of ∆QG(K1,K2). Finally, we present an explicit

solution of the quantum Cauchy problem for the heat equation associated

with ∆QG(K1,K2). Moreover, under some conditions, we find an integral

representation of this solution.

The paper is organized as follows. In section 2, we give a brief back-

ground and known results in white noise analysis. In section 3, we define

and study the quantum (K1,K2)−Gross Laplacian ∆QG(K1,K2) given by

∆QG(K1,K2)(Ξ) = T(K1,K2) ∗ ΞK , ∀Ξ ∈ L(Fθ1(N
′
1),Fθ2(N

′
2)),

where ΞK is the kernel of the operator Ξ. In section 4, using the quantum

white noise derivatives defined in Ref. 10, we present a quantum stochastic

integral of ∆QG(K1,K2):

∆QG(K1,K2) =

∫

R2

K1(s, t)D
+
s D

+
t dsdt+

∫

R2

K2(s, t)D
−
s D

−
t dsdt,

where for t ∈ R, D+
t and D−

t are respectively the creation derivative and

annihilation derivative defined by:

D+
t Ξ = ∂tΞ− Ξ∂t, D−

t Ξ = Ξ∂∗
t − ∂∗

t Ξ, ∀Ξ ∈ L(Fθ1(N
′
1),F∗

θ2(N
′
2)).
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In section 5, we find in Theorem 5.1, the explicit solution of the following

quantum stochastic differential equation

(P)

{
d
dtΞ(t) = ∆QG(K1,K2)Ξ(t) + Θ(t)

Ξ(0) = Ξ0,
(1)

where t 7→ Θ(t) is a quantum stochastic process defined on an in-

terval containing the origin I ⊂ R and the initial condition Ξ0 ∈
L(Fθ1(N

′
1),F∗

θ2
(N ′

2)). As a direct application of Theorem 5.1 and Theo-

rem 3.2 in Ref. 1, we give under some conditions, an integral representation

of the solution.

2. Preliminaries

In this section, we introduce the framework needed later on. Let N =

{0, 1, 2, . . .}. For j = 1, 2, the starting point is the complex nuclear Fréchet

space Nj with topology given by an increasing family {| · |j,p, p ∈ N} of

Hilbertian norms. Then

Nj = proj lim
p→∞

(Nj)p , and N ′
j = ind lim

p→∞
(Nj)−p ,

where (Nj)p is the completion of Nj with respect to the norm | · |j,p, (Nj)−p

is the topological dual space of the Hilbert space (Nj)p and N ′
j is the strong

dual of Nj . For all p ∈ N, we denote by | · |j,−p the norm on (Nj)−p and by

〈·, ·〉j the C-bilinear form on N ′
j ×Nj .

In the following,H denote the direct Hilbertian sum of (N1)0 and (N2)0,

i. e., H = (N1)0 ⊕ (N2)0.

Let θj : [0,∞[→ [0,∞[ be a Young function (i. e., θj is continuous, con-

vex and increasing verifying θj(0) = 0 and lim
x→+∞

θj(x)

x
= +∞). Obviously,

the conjugate function θ∗j of θj defined by

∀x ≥ 0, θ∗j (x) := sup
t≥0

(tx− θj(t)), (2)

is also a Young function. For every n ∈ N, let

(θj)n = inf
r>0

eθj(r)

rn
. (3)

2.1. Space of entire functions with growth condition

In this subsection, we present a collection of definitions and results from

Ref. 11, that are necessary in this paper. Let H(N1 × N2) be the space
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of all entire functions on N1 × N2. For p, q ∈ N, a1, a2 > 0, the norm

‖.‖(θ1,θ2),(p,q),(a1,a2) on H(N1 ×N2) is defined by

‖f‖(θ1,θ2),(p,q),(a1,a2)

= sup{|f(z1, z2)|e−θ1(a1|z1|1,p)−θ2(a2|z2|2,q), (z1, z2) ∈ (N1)p × (N2)q}.
Then, the space of entire functions on N ′

1 × N ′
2 with (θ1, θ2)-exponential

growth of minimal type is naturally defined by

F(θ1,θ2)(N
′
1 ×N ′

2)

= proj lim
p,q→∞

(a1,a1)↓(0,0)

{f ∈ H(N1 ×N2); ‖f‖(θ1,θ2),(−p,−q),(a1,a2) < ∞}. (4)

Similarly, the space of entire functions on N1×N2 with (θ1, θ2)-exponential

growth of finite type is naturally defined by

G(θ1,θ2)(N1 ×N2) = ind lim
p,q→∞

(a1,a2)→0

{f ∈ H(N1 ×N2); ‖f‖(θ1,θ2),(p,q),(a1,a2) < ∞}.

(5)

Denote by F∗
(θ1,θ2)

(N ′
1×N ′

2) the topological strong dual of F(θ1,θ2)(N
′
1×N ′

2),

called the space of distributions on N ′
1 ×N ′

2.

For any n ∈ N and j = 1, 2, we denote by N⊙n
j the n-fold symmetric

tensor product of Nj equipped with the π-topology. Let a1, a2 > 0 and

p, q ∈ N be given. For −→ϕ = (ϕn,m)n,m∈N and
−→
Φ = (Φn,m)n,m∈N with

ϕn,m ∈ (N1)
⊙n
p ⊗ (N2)

⊙m
q and Φn,m ∈ (N1)

⊙n
−p ⊗ (N2)

⊙m
−q , we put

|‖−→ϕ |‖2(θ1,θ2);(p,q);(a1,a2)
=

∑

n,m∈N

(θ1)
−2
n (θ2)

−2
m a−n

1 a−m
2 |ϕn,m|2p,q, (6)

|‖−→Φ |‖2(θ1,θ2);(−p,−q);(a1,a2)
=

∑

n,m∈N

[n!m! (θ1)n (θ2)m]
2
an1a

m
2 |Φn,m|2−p,−q ,

(7)

where for j = 1, 2, (θj)n∈N
is the sequence defined in (10).

Then, we have

F(θ1,θ2)(N1 ×N2)

= proj lim
p,q→∞
a1,a2↓0

{−→ϕ = (ϕn,m)n,m∈N; |‖−→ϕ |‖(θ1,θ2);(p,q);(a1,a2) < ∞} (8)

and

G(θ1,θ2)(N
′
1 ×N ′

2)

= ind lim
p,q→∞

a1,a2→0

{−→Φ = (Φn,m)n,m∈N; |‖
−→
Φ |‖(θ1,θ2);(−p,−q);(a1,a2) < ∞}. (9)
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By general duality theory, the topological dual of F(θ1,θ2)(N1×N2) is iden-

tified with the space G(θ1,θ2)(N
′
1 ×N ′

2) with the dual pairing:

〈〈Φ, ϕ〉〉 =
∑

n,m∈N

n!m!〈Φn,m, ϕn,m〉, (10)

where −→ϕ = (ϕn,m)n,m∈N ∈ F(θ1,θ2)(N1 × N2) and
−→
Φ = (Φn,m)n,m∈N ∈

G(θ1,θ2)(N
′
1 × N ′

2). The Taylor series map S.T (at zero) associates to any

entire function the sequence of coefficients of its Taylors series expansion

at the origin. Then, we have the following two topological isomorphisms:

S.T : F(θ1,θ2)(N
′
1 ×N ′

2) ∋ φ 7−→ −→
φ = (φn,m)n,m∈N ∈ F(θ1,θ2)(N1 ×N2),

S.T : G(θ∗
1 ,θ

∗
2 )
(N1 ×N2) ∋ Φ 7−→ −→

Φ = (Φn,m)n,m∈N ∈ G(θ1,θ2)(N
′
1 ×N ′

2).

In the sequel, we identify every test function φ ∈ F(θ1,θ2)(N
′
1×N ′

2) (resp.

every generalized function Φ ∈ G(θ1,θ2)(N1 × N2)) with its formal power

series
−→
φ = (φn,m)n,m∈N ∈ F(θ1,θ2)(N1 × N2) (resp.

−→
Φ = (Φn,m)n,m∈N ∈

G(θ1,θ2)(N
′
1 ×N ′

2)).

Let (ξ1, ξ2) ∈ N1 ×N2. The exponential function is defined by

e(ξ1,ξ2)(x1, x2) =
∑

n,m∈N

〈x⊗n
1 ⊗x⊗m

2 ,
ξ⊗n
1 ⊗ ξ⊗m

2

n!m!
〉, (x1, x2) ∈ N ′

1×N ′
2. (11)

So, the Laplace transform is given, for Φ ∈ F∗
(θ1,θ2)

(N ′
1 ×N ′

2), by

L(Φ)(ξ1, ξ2) = 〈〈Φ, e(ξ1,ξ2)〉〉 = Φ̂(ξ1, ξ2), ∀(ξ1, ξ2) ∈ N1 ×N2. (12)

Then, we have the following topological isomorphism

L : F∗
(θ1,θ2)

(N ′
1 ×N ′

2) → G(θ∗
1 ,θ

∗
2 )
(N1 ×N2). (13)

2.2. Operator theory

We denote by L(Fθ1(N
′
1),F∗

θ2
(N ′

2)) the space of continuous linear opera-

tors from Fθ1(N
′
1) into F∗

θ2
(N ′

2) endowed with the bounded convergence

topology.

The symbol map σ is defined for all Ξ ∈ L(Fθ1(N
′
1),F∗

θ2
(N ′

2)) by

σ(Ξ)(ξ1, ξ2) = 〈〈Ξeξ1 , eξ2〉〉 = Ξ̂κ(ξ1, ξ2), ∀(ξ1, ξ2) ∈ N1 ×N2, (14)

where Ξκ is an element of F∗
(θ1,θ2)

(N ′
1×N ′

2) called the kernel of the operator

Ξ. In view of the kernel theorem, there is an isomorphism
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L(Fθ1(N
′
1),F∗

θ2(N
′
2)) → F∗

θ1(N
′
1)⊗F∗

θ2(N
′
2) ≃ F∗

(θ1,θ2)
(N ′

1 ×N ′
2) → G(θ∗

1 ,θ
∗
2 )

Ξ 7→ σ(Ξ)(ξ, η) =
∑

n,m∈N

〈κn,m, ξ⊗n ⊗ η⊗m〉 7→ L(σ(Ξ)) = K = (κn,m)n,m∈N.

(15)

We define the convolution product Φ∗ϕ of a distribution Φ ∈ F∗
(θ1,θ2)

(N ′
1×

N ′
2) and a test function ϕ ∈ F(θ1,θ2)(N

′
1 ×N ′

2) as follows

Φ ∗ ϕ(z, t) = 〈〈Φ, τ(z,t)ϕ〉〉 = 〈〈Φ, ϕ(z + ., t+ .)〉〉, (z, t) ∈ N ′
1 ×N ′

2. (16)

Moreover, it is proved in Ref. 8 that the Taylor expansion of the convolution

product of the distribution Φ = (Φn,m)n,m∈N and the test function ϕ =

(ϕn,m)n,m∈N is given by

Φ ∗ ϕ =


 ∑

k,l∈N

〈
(n+ k)!

n!

(m+ l)!

m!
Φk,l, ϕn+k,m+l

〉

k,l




n,m∈N

. (17)

So, for any Ψ1,Ψ2 ∈ F∗
(θ1,θ2)

(N ′
1 ×N ′

2), we define the convolution prod-

uct Ψ1 ∗Ψ2 by

〈〈Ψ1 ∗Ψ2, ϕ〉〉 = 〈〈Ψ1,Ψ2 ∗ ϕ〉〉, for any ϕ ∈ F(θ1,θ2)(N
′
1 ×N ′

2).

Since G(θ∗
1 ,θ

∗
2 )
(N1 × N2) is closed under point-wise multiplication

(see Refs. 11, 14), the convolution product of two operators Ξ1, Ξ2 ∈
L(Fθ1(N

′
1),Fθ2(N

′
2)), denoted by Ξ1 ∗Ξ2 is defined as the unique operator

such that

σ(Ξ1 ∗ Ξ2) = σ(Ξ1)σ(Ξ2). (18)

Moreover, it is proved in Ref. 2 that

exp∗(Ξ) :=
∑

n∈N

1

n!
Ξ∗n ∈ L(F(eθ∗1−1)

∗(N ′
1),F∗

(eθ
∗
2−1)

∗(N ′
2)). (19)

2.3. Integral Kernel Operators and Expansion Theorem

Let S(R) be the Schwartz space and S′(R) be the Schwartz distributions

space. In this subsection, we consider in the particular case, N = N1 =

N2 = SC(R) = S(R) + iS(R), θ1 = θ2 = θ. Now we recall the most funda-

mental white noise operators. To each ξ ∈ N , we associate the annihilation

operator a(x) defined by

a(ξ) : φ = (φn)n∈N 7→ ((n+ 1)ξ ⊗1 φn+1)n∈N,
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where ξ ⊗1 φn+1 stands for the contraction. It is known that a(ξ) ∈
L(Fθ(N

′),Fθ(N
′)). Its adjoint operator a∗(ξ) ∈ L(F∗

θ (N
′),F∗

θ (N
′)) is

called the creation operator and satisfies

a∗(ξ) : Φ = (Φn)n∈N 7→ (ξ ⊗ Φn−1)n∈N,

understanding that Φ−1 = 0.

For t ∈ R and ϕ ∈ Fθ(N
′), we define the annihilation operator at a

point t ∈ R or Hida’s differential operator by

∂tϕ(x) := a(δt) = lim
ε→0

ϕ(x+ εδt)− ϕ(x)

ε
, x ∈ N ′, (20)

and the creation operator as its adjoint operator denoted by ∂+
t := a∗(δt).

Then ∂t ∈ L(Fθ(N
′),Fθ(N

′)) and ∂∗
t ∈ L(F∗

θ (N
′),F∗

θ (N
′)). By a straight-

forward computation, we have

∂teξ = ξ(t)eξ, ∀ξ ∈ N. (21)

It is proved in Refs. 12, 13 via the isomorphism (15), that for Ξ =

(Ξn,m)n,m∈N, there exits κ ∈ N ′⊗n+m such that we have the following

formal integral expression:

Ξn,m =

∫

Rn+m

κ(s1,. . ., sn, t1,. . ., tm)∂∗
s1 . . .∂

∗
sn∂t1 . . .∂tmds1. . .dsndt1. . .dtm.

(22)

3. Quantum K-Gross Laplacian

For j = 1, 2, let Kj ∈ L(Nj , N
′
j). We denote by τKj

the kernel associated

to Kj in (N⊗2
j )′ which is defined by

〈τKj
, ξj ⊗ ηj〉 = 〈Kjξj , ηj〉, ∀(ξj , ηj) ∈ N⊗2

j . (23)

For simplicity, we denote the pair of operators (K1,K2), throughout this

paper, by K.

We define the distribution TK = T(K1,K2) =
((

T(K1,K2)

)
n,m

)
n,m∈N

∈
F∗

(θ1,θ2)
(N ′

1 ×N ′
2) by

(TK)n,m =
(
T(K1,K2)

)
n,m

=





τK1 , n = 2, m = 0,

τK2 , n = 0, m = 2,

0, otherwise.

(24)



192 S. Horrigue & H. Ouerdiane

Definition 3.1. The K-Gross Laplacian on the space of test functions

in two infinite dimensional variables, denoted ∆G(K), is a well defined

operator from F(θ1,θ2)(N
′
1 ×N ′

2) into itself, given by

∆G(K)ϕ = TK ∗ ϕ, ∀ϕ ∈ F(θ1,θ2)(N
′
1 ×N ′

2). (25)

Using the formula (17), it is easy to see that, for all ϕ = (ϕn,m)n,m∈N ∈
F(θ1,θ2)(N

′
1 ×N ′

2), the quantum K-Gross Laplacian ∆G(K) is given by

∆G(K)ϕ(x, y)

=
∑

n,m∈N

〈x⊗n ⊗ y⊗m, (n+ 2)(n+ 1)〈τK1 , ϕn+2,m〉12,0〉

+
∑

n,m∈N

〈x⊗n ⊗ y⊗m, (m+ 2)(m+ 1)〈τK2 , ϕn,m+2〉20,2〉, (26)

for all (x, y) ∈ N ′
1 ×N ′

2.

Proposition 3.1. In the particular case where N1 = N2 = SC(R) = S(R)+

iS(R) and θ1 = θ2 = θ, we have the stochastic integral:

∆G(K) =

∫

T 2

(τK1
(s, t)(∂s ⊗ I)(∂t ⊗ I) + τK2

(s, t)(I ⊗ ∂s)(I ⊗ ∂t)) dsdt

(27)

where ∂t ⊗ I and I ⊗ ∂t are defined by

∂t ⊗ I(f ⊗ g) = ∂t(f)⊗ g, I ⊗ ∂t(f ⊗ g) = f ⊗ ∂t(g), ∀f, g ∈ Fθ(N
′).

Proof. Let N1 = N2 = SC(R) = S(R)+ iS(R), θ1 = θ2 = θ and ξ1, ξ2 ∈ N.

Using (21), it is easy to see that for all t ∈ T

∂t ⊗ I(e(ξ1,ξ2)) = ∂t ⊗ I(eξ1 ⊗ eξ2) = ξ1(t)eξ1 ⊗ eξ2 = ξ1(t)e(ξ1,ξ2),

and

I ⊗ ∂t(e(ξ1,ξ2)) = I ⊗ ∂t(eξ1 ⊗ eξ2) = ξ2(t)eξ1 ⊗ eξ2 = ξ2(t)e(ξ1,ξ2).
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Then, we obtain
∫

T 2

(τK1(s, t)(∂s ⊗ I)(∂t ⊗ I) + τK2(s, t)(I ⊗ ∂s)(I ⊗ ∂t)) dsdte(ξ1,ξ2)

=

∫

T 2

τK1
(s, t)(∂s ⊗ I)(∂t ⊗ I)e(ξ1,ξ2) + τK2

(s, t)(I ⊗ ∂s)(I ⊗ ∂t)e(ξ1,ξ2)dsdt

=

∫

T 2

τK1(s, t)ξ1(s)ξ1(t)e(ξ1,ξ2)dsdt+

∫

T 2

τK2(s, t)ξ2(s)ξ2(t)e(ξ1,ξ2)dsdt

= (〈K1ξ1, ξ1〉+ 〈K2ξ2, ξ2〉) e(ξ1,ξ2).
On the other hand, we have

∆G(K)e(ξ1, ξ2)(x, y)

=
∑

n,m∈N

〈x⊗n ⊗ y⊗m, 〈(n+ 2)(n+ 1)TK1
,
ξ⊗n+2
1

(n+ 2)!
⊗ ξ⊗n

2

n!
〉2,0

+
∑

n,m∈N

〈x⊗n ⊗ y⊗m, 〈(m+ 2)(m+ 1)〈TK2 ,
ξ⊗n
1

n!
⊗ ξ⊗n+2

2

(n+ 2)!
〉0,2〉

= (〈K1ξ1, ξ1〉+ 〈K2ξ2, ξ2〉)e(ξ1,ξ2)(x, y), ∀x, y ∈ N ′.

As {e(ξ1, ξ2), ξ1, ξ2 ∈ N} spans a dense subspace of F(θ1,θ2)(N
′
1 ×N ′

2), we

obtain the stochastic integral representation (27).

For j = 1, 2, assuming that the Young function θj satisfies the condition

lim sup
x→∞

θj(x)

x2
< +∞, (28)

we obtain the following two Gel’fand triplets (see Ref. 4)

Fθj (N
′
j) → L2(X ′

j , γj) → F∗
θj (N

′
j), (29)

and

F(θ1,θ2)(N
′
1 ×N ′

2) → L2(X ′
1 ×X ′

2, γ1 ⊗ γ2) → F∗
(θ1,θ2)

(N ′
1 ×N ′

2), (30)

where γj is the Gaussian measure on the real Fréchet nuclear space X ′
j

(i.e. N ′
j = X ′

j + iX ′
j), defined via the Bochner-Minlos theorem 7, by its

characteristic function:∫

X′
j

ei〈x,ξj〉jdγ(x) = e−
1
2 |ξj |

2
0 , ξj ∈ Xj . (31)

Using the Gel’fand triplet (30) and the K-Gross Laplacian defined by

(25), we extend the K-Gross Laplacian to the generalized functions space

F∗
(θ1,θ2)

(N ′
1 ×N ′

2) as follows.
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Definition 3.2. The extended K-Gross Laplacian, denoted also ∆G(K),

acting on generalized functions space F∗
(θ1,θ2)

(N ′
1 ×N ′

2) is defined by

∆G(K)Ψ = TK ∗Ψ, Ψ ∈ F∗
(θ1,θ2)

(N ′
1 ×N ′

2). (32)

Using the topological isomorphism

L(Fθ1(N
′
1),F∗

θ2(N
′
2)) ∋ Ξ 7→ Ξκ ∈ F∗

(θ1,θ2)
(N ′

1 ×N ′
2)

and the extended K-Gross Lapalcian given in (32), we can define the quan-

tum K-Gross Laplacian as follows:

Definition 3.3. For all Ξ ∈ L(Fθ1(N
′
1),F∗

θ2
(N ′

2)), the quantum K-Gross

Laplacian ∆QG(K) is defined by:

∆QG(K)(Ξ) = TK ∗ Ξκ. (33)

Proposition 3.2. For all Ξ ∈ L(Fθ1(N
′
1),F∗

θ2
(N ′

2)), the symbol of the

quantum K-Gross Laplacian is given for all (ξ1, ξ2) ∈ N ′
1 ×N ′

2, by:

σ(∆QG(K)(Ξ))(ξ1, ξ2) = (〈K1ξ1, ξ1〉1 + 〈K2ξ2, ξ2〉2)σ(Ξ)(ξ1, ξ2). (34)

Proof. Using the property (18) of the symbol of the convolution product

of two operators and the definition (14), we have

σ(∆QG(K)(Ξ)) = L(TK∗Ξk) = T̂K Ξ̂k = T̂Kσ(Ξ), Ξ ∈ L(Fθ1(N
′
1),F∗

θ2(N
′
2)).

On the other hand, using the Taylor expansion of TK , we obtain

T̂K(ξ1, ξ2) = 〈〈TK , e(ξ1,ξ2)〉〉
= 〈(TK)2,0 , ξ

⊗2
1 〉1 + 〈(TK)0,2 , ξ

⊗2
2 〉2

= 〈τK1
, ξ⊗2

1 〉1 + 〈τK2
, ξ⊗2

2 〉2
= 〈K1ξ1, ξ1〉1 + 〈K2ξ2, ξ2〉2, (ξ1, ξ2) ∈ N ′

1 ×N ′
2,

which proves the above proposition.
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4. Quantum white noise derivatives of quantum stochastic

integrals

In this section, we recall some definitions from Ref. 10. We take X1 = X2 =

S(R) and θ1 = θ2 = θ.

4.1. Gross derivative

Definition 4.1. We say that Φ ∈ F∗
θ (N

′) is Gross differentiable if for any

ζ ∈ H the translation TεζΦ is defined for small |ε| < ε0 and if

〈〈DζΦ, ϕ〉〉 = 〈〈Φ, D−ζϕ〉〉, ∀ϕ ∈ Fθ(N
′) (35)

where for all ϕ ∈ Fθ(N
′), the operator D−ζϕ is given by

D−ζϕ ≡ lim
ǫ 7→0

Tεζϕ− Φ

ε
= lim

ǫ 7→0

ϕ(εζ + ·)− ϕ

ε
(36)

converges in Fθ(N
′) with respect to the weak topology. DζΦ is called the

Gross derivative of Φ in direction ζ.

Proposition 4.1. Let ζ ∈ H. Then, Dζ is a continuous operator on

F∗
θ (N

′) and for all Φ = (Φn)n∈N ∈ F∗
θ (N

′), we have:

DζΦ = ((n+ 1)〈ζ,Φn+1〉1)n∈N.

Proof. Let ζ ∈ H and ǫ > 0. For all ϕ = (ϕn)n∈N ∈ Fθ(N
′), it is easy to

see that:

Tζϕ(x) = ϕ(x+ ζ) =
∑

n,m∈N

(
n+m

m

)
〈x⊗n ⊗ ζ⊗m, ϕn+m〉.

Then, we obtain
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Tǫζϕ(x)− ϕ(x)

ǫ
=

∑

n,m∈N

(
n+m

m

)
ǫm〈x⊗n ⊗ ζ⊗m, ϕn+m〉 −

∑

n∈N

〈x⊗n, ϕn〉

ǫ

=
∑

n∈N

〈x⊗n,
∑

m≥1

(
n+m

m

)
ǫm−1〈ζ⊗m, ϕn+m〉m〉, (37)

for all x ∈ N ′. Then, we have

Dζϕ(x) = lim
ǫ→0

Tǫζϕ(x)− ϕ(x)

ǫ

= lim
ǫ→0

∑

n,m∈N

(
n+m

m

)
ǫm〈x⊗n ⊗ ζ⊗m, ϕn+m〉 −

∑

n∈N

〈x⊗n, ϕn〉

ǫ

= lim
ǫ→0

∑

n∈N

〈x⊗n,
∑

m≥1

(
n+m

m

)
ǫm−1〈ζ⊗m, ϕn+m〉m〉

=
∑

n∈N

〈x⊗n, (n+ 1)〈ζ, ϕn+1〉1〉, ∀x ∈ N ′. (38)

On the other hand, for all x ∈ N ′, it is easy to see that
(
Tǫζϕ− ϕ

ǫ
−Dζϕ

)
(x) =

∑

n∈N

〈x⊗n,
∞∑

m=2

(
n+m

n

)
ǫm−1〈ζ⊗m, ϕn+m〉m〉.

Then, we have for all p ∈ N and a, a′ > 0:

∥∥∥∥
Tǫζϕ− ϕ

ǫ
−Dζϕ

∥∥∥∥
2

(θ,−p,a)

=
∑

n∈N

θ−2
n a−n

∣∣∣∣∣
∞∑

m=2

(
n+m

n

)
ǫm−1〈ζ⊗m, ϕn+m〉m

∣∣∣∣∣

2

p

≤
∑

n∈N

θ−2
n a−n

{ ∞∑

m=2

(
n+m

m

)
ǫm−1|ζ⊗m|2p|ϕn+m|2−p

}2

≤ ‖ϕ‖2(θ,−p,a′)

∑

n∈N

θ−2
n a−n

{ ∞∑

m=2

(
n+m

m

)
ǫm−1|ζ|2mp θn+ma′n+m

}2

≤ ‖ϕ‖2(θ,−p,a′)





∑

n∈N

m≥2

θ−2
n a−n

(
n+m

m

)
ǫm−1|ζ⊗m|2pθn+ma′n+m





2

.

To conclude, we recall from Ref. 4, that

2−(n+m)θn+m ≤ θnθm ≤ 2n+mθn+m, ∀n,m ∈ N, (39)
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and

θm|ζ|2mp ≤ eθ(|ζ|p), ∀ ξ ∈ H, p ∈ N.

Using the fact

(
n+m

m

)
≤ 2n+m, it follows for εa′ < 1 and a′

a < 1, that

∥∥∥∥
Tǫζϕ− ϕ

ǫ
−Dζϕ

∥∥∥∥
(θ,−p,a)

≤ eθ(|ξ|p)

(1− a
a′ )(1− a′ε)

‖ϕ‖(θ,−p,a′).

Thus we have shown that (38) converges in norm and the desired assertion

follows. Using the duality paring, it is easy to see that

DζΦ = ((n+ 1)〈ζ,Φn+1〉1)n∈N, ∀Φ ∈ F∗
θ (N

′), ζ ∈ H.

Finally, the distribution Ψ = DζΦ = ((n + 1)〈ζ,Φn+1〉1)n∈N is an element

of F∗
θ (N

′). In fact, using the right estimation in (39), we have:

‖Ψ‖2(θ,p,a) =
∑

n∈N

[n!θn]
2an|Ψn|2−p

≤ |ζ|p
∑

n∈N

[n!θn]
2(n+ 1)2a−n|Φn+1|2−p

=
|ζ|p
a

∑

n∈N

[(n+ 1)!θn+1]
2an+1|Φn+1|2−p

(
θn

θn+1

)2

≤ 2|ζ|p
aθ1

‖Φ‖2(θ,p,a),

for all p ∈ N and a > 0.

4.2. Quantum stochastic integral of the quantum Gross

Laplacian

It is easy to prove the following proposition.

Proposition 4.2. Let ζ ∈ H. The maps D+
ζ and D−

ζ given for all Ξ ∈

L(Fθ(N
′),F∗

θ (N
′)) by

D−
ζ Ξ = a(ζ)Ξ− Ξa(ζ), D+

ζ Ξ = Ξa+(ζ)− a+(ζ)Ξ, (40)

are well defined from L(Fθ(N
′),F∗

θ (N
′)) into itself.
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The maps D+
ζ and D−

ζ defined in Proposition 4.2 are called respectively the

creation derivative and annihilation derivative. In the particular case where

ζ = δt for any t ∈ T , D+
ζ and D−

ζ are denoted respectively D+
t and D−

t and

called pointwise creation derivative and pointwise annihilation derivative.

Definition 4.2. Let Ξ ∈ L(Fθ(N
′),F∗

θ (N
′)). Ξ is said to be point-

wisely differentiable if there exists a measurable map t 7→ D±
t Ξ ∈

L(Fθ(N
′),Fθ(N

′)) such that

〈〈(D±
ζ Ξ)eξ, eη〉〉e−〈ξ,η〉 =

∫

R+

〈〈(D±
t Ξ)eξ, eη〉〉ζ(t)dt, (ξ, η) ∈ N1 ×N2. (41)

Then, D+
t Ξ( resp. D

−
t Ξ) is called the pointwise creation (resp. annihilation)

derivative of Ξ.

Proposition 4.3. The Quantum Gross Laplacian has the following

stochastic integral:

∆QG(K) =

∫
K1(s, t)D

+
s D

+
t dsdt+

∫
K2(s, t)D

−
s D

−
t dsdt. (42)

Proof. For all ξ, η ∈ N , we have

〈〈
∫

K1(s, t)D
+
s D

+
t Ξeξdsdt, eη〉〉 =

∫
K1(s, t)〈〈(∂sD+

t Ξ−D+
t Ξ∂s)eξ, eη〉〉dsdt

=

∫
K1(s, t)〈〈D+

t Ξeξ, ∂
+
s eη〉〉dsdt−

∫
K1(s, t)〈〈D+

t Ξ∂seξ, eη〉〉dsdt

=

∫
K1(s, t)ξ(s)〈〈D+

t Ξeξ, ∂
+
s eη〉〉dsdt−

∫
ξ(s)K1(s, t)〈〈D+

t Ξeη, eξ〉〉dsdt

= Ξ̂(η, ξ)

∫
K1(s, t)η(s)η(t)dsdt+

∫
K1(s, t)〈〈(∂t∂s − ξ(t)∂s − ξ(s)∂t)Ξeη, eξ〉〉dsdt

= Ξ̂(η, ξ)

∫
K1(s, t)η(s)η(t)dsdt

= Ξ̂(η, ξ)〈K1ξ, ξ〉,
and by the same computation, we obtain

〈〈
∫

K2(s, t)D
−
s D

−
t Ξeξdsdt, eη〉〉 = Ξ̂(η, ξ)〈K2η, η〉.

Hence the assertion follows from Proposition 3.2.
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5. Quantum Cauchy problem associated to the K-Gross

Laplacian

5.1. Solution of the Quantum Cauchy problem associated to

the K-Gross Laplacian

We consider two Young functions θ1 and θ2, satisfying

lim sup
x→∞

θj(x)

x2
< ∞, j = 1, 2.

Let {Θ(t), t ∈ I} be a quantum stochastic processes defined at each point t

of an interval 0 ∈ I ⊂ R and taking values in L(Fθ1(N
′
1),F∗

θ2
(N ′

2)) and Ξ0 ∈
L(Fθ1(N

′
1),F∗

θ2
(N ′

2)). Consider now the following initial value problem:

(P)

{
d
dtΞ(t) = ∆QG(K)Ξ(t) + Θ(t)

Ξ(0) = Ξ0.
(43)

Theorem 5.1. The Cauchy problem (P) has a unique solution in

L(F(eθ∗1 )∗(N
′
1),F∗

(eθ
∗
2 )

∗(N ′
2)) given by

Ξ(t) = Ξ0 ∗ e∗
t
2TK +

∫ t

0

e∗
t−s
2 TK ∗Θ(s)ds. (44)

5.2. Integral representation of the solution

The set of positive test functions is defined by

{f ∈ F(θ1,θ2)(N
′
1 ×N ′

2), f((x+ i0), (y + i0)) ≥ 0, ∀(x, y) ∈ N ′
1 ×N ′

2}. (45)

A generalized function Φ ∈ F∗
(θ1,θ2)

(N ′
1 ×N ′

2) is positive in the usual sense,

if it satisfies the following condition

〈〈Φ, f〉〉 ≥ 0, ∀f ∈ F(θ1,θ2)(N
′
1 ×N ′

2)+. (46)

An operator Ξ ∈ L(Fθ1(N
′
1),F∗

θ2
(N ′

2)) is positive if its kernel ΞK is an

element of F∗
(θ1,θ2)

(N ′
1 ×N ′

2)+.

Theorem 5.2. ∆QG(K) is a positive operator if and only if Ki is a positive

operator, for i = 1, 2.
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We denote by Xj the real Fréchet space such that Nj = Xj + iXj , for

j = 1, 2. The next result, which is an application of Theorem 3.2 in Ref. 1,

gives a sufficient condition to have a positive solution of the stochastic

quantum differential equation (P).

Theorem 5.3. If the initial condition Ξ0 and the process Θt are positive

operators, then there exists a unique positive Borel measure µΞκ
t
on X1×X2

such that

〈〈ΞK
t , φ〉〉 =

∫

X1×X2

φ((x+ i0, y+ i0))dµΞκ
t
(x⊕y), ∀φ ∈ F(θ1,θ2)(N

′
1×N ′

2)

(47)

where the Laplace transform of µΞκ
t
is given for all (ξ1, ξ2) ∈ N1×N2,by

L(µΞκ
t
)(ξ1, ξ2) = Ξ̂0e

t
〈K1ξ1,ξ1〉1+〈K2ξ2,ξ2〉2

2 +

∫ t

0

e(t−s)
〈K1ξ1,ξ1〉1+〈K2ξ2,ξ2〉2

2 Θ̂sds.

(48)

6. Remarks

(1) In the particular case where θ1 = θ2 = θ, N1 = N and N2 = {0},
all results on the space of entire functions in two infinite dimensional

variables developed in this paper are a generalization of those studied

in Ref. 3.

(2) For j = 1, 2, in the particular case where Kj = Ij , τKj
is the trace

operator τj defined by

〈τj , ξj ⊗ ηj〉j = 〈ξj , ηj〉j , ∀(ξj , ηj) ∈ Nj ×Nj ,

and of course ∆QG(I) is the Quantum Gross Laplacian defined in

Refs. 8 and 9.
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dualité entre espaces de fonctions holomorphes à croissance exponentielle, J.
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In this paper quantum quadratic stochastic process (q.q.s.p.) on von Meumann

algebra M is considered. It is defined two marginal Markov processes on von

Neumann algebras M and M ⊗ M, respectively, to given q.q.s.o. We prove

that such marginal processes uniquely determine the q.q.s.p. Moreover, certain

ergodic relations between marginal processes and q.q.s.p. are established.

Keywords: quantum quadratic stochastic process; marginal Markov process;
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1. Introduction

It is known that Markov processes, are well-developed field of mathematics,

which have various applications in physics, biology and so on. But there are

some physical models which cannot be described by such processes. One of

such models is a model related to population genetics. Namely, this model

is described by quadratic stochastic processes (see Refs. 2, 8, 11). To define
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it, we denote

ℓ1 = {x = (xn) : ‖x‖1 =
∞∑

n=1

|xn| < ∞; xn ∈ R},

S∞ = {x ∈ ℓ1 : xn ≥ 0; ‖x‖1 = 1}.

Hence this process is defined as follows (see Refs. 2, 11): Consider a family

of functions {p[s,t]ij,k : i, j, k ∈ N, s, t ∈ R+, t− s ≥ 1}. Such a family is said

to be quadratic stochastic process (q.s.p.) if for fixed s, t ∈ R+ it satisfies

the following conditions:

(i) p
[s,t]
ij,k = p

[s,t]
ji,k for any i, j, k ∈ N.

(ii) p
[s,t]
ij,k ≥ 0 and

∞∑
k=1

p
[s,t]
ij,k = 1 for any i, j, k ∈ N.

(iii) An analogue of Kolmogorov-Chapman equation; here there are two

variants: for the initial point x(0) ∈ S∞, x(0) = (x
(0)
1 , x

(0)
2 , · · · ) and

s < r < t with t− r ≥ 1,r − s ≥ 1 one has either

(iiiA)

p
[s,t]
ij,k =

∞∑

m,l=1

p
[s,r]
ij,mp

[r,t]
ml,kx

(r)
l ,

where x
(r)
k is given by

x
(r)
k =

∞∑

i,j=1

p
[0,r]
ij,k x

(0)
i x

(0)
j ;

or

(iiiB)

p
[s,t]
ij,k =

∞∑

m,l,g,h=1

p
[s,r]
im,lp

[s,r]
jg,hp

[r,t]
lh,kx

(s)
m x(s)

g .

It is said that the q.s.p. {ps,tij,k} is of type (A) or (B) if it satisfies the

fundamental equations either (iiiA) or (iiiB), respectively. In this definition

the function p
[s,t]
ij,k denotes the probability that under the interaction of the

elements i and j at time s the element k comes into effect at time t. Since

for physical, chemical and biological phenomena a certain time is necessary

for the realization of an interaction, we shall take the greatest such a time

to be equal to 1 (see the Boltzmann model5 or the biological model8). Thus

the probability p
[s,t]
ij,k is defined for t− s ≥ 1.
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It should be noted that such quadratic stochastic processes are related

to the notion of quadratic stochastic operator introduced in Ref. 1, in the

same way as Markov processes are related to linear transformations (i.e.

Markov operators). A problem of studying the behaviour of trajectories of

quadratic stochastic operators was stated in Ref. 14. A lot of papers (see

for example Refs. 6, 8, 9, 15) were devoted to study limit behaviour and

ergodic properties of trajectories of such operators.

We note that quadratic stochastic processes describe physical systems

defined above, but they do not occupate the cases in a quantum level. So, it

is natural to define a concept of quantum quadratic processes. In Refs. 3, 10

quantum (noncommutative) quadratic stochastic processes (q.q.s.p.) were

defined on a von Neumann algebra and studied certain ergodic proper-

ties ones. In Ref. 3 it is obtained necessary and sufficient conditions for

the validity of the ergodic principle for q.q.s.p. From the physical point

of view, such a principle means that for sufficiently large values of time

a system described by q.q.s.p. does not depend on the initial state of the

system. Moreover, it has been found relations between quantum quadratic

stochastic processes and non-commutative Markov processes. In Ref. 10 an

expansion of q.q.s.p. into a so-called fibrewise Markov process is given, and

it is proved that such an expansion uniquely determines the q.q.s.p. As an

application, it is established a criterion (in terms of this expansion) for the

q.q.s.p. to satisfy the ergodic principle. By means of such a result, it is

proved that a q.q.s.p. satisfies the ergodic principle if and only if the as-

sociated Markov process satisfies that principle. It is natural to ask: is the

defined Markov process determines the given q.q.s.p. uniquely, or how many

Markov processes are needed to uniquely determine the q.q.s.p.? In this pa-

per we are going to solve this problem. Namely, we shall show that there

two non-stationary Markov processes defined on different von Neumann

algebras M and M⊗M, respectively, called marginal Markov processes,

which uniquely determine the given to quantum quadratic stochastic pro-

cess. Such a description allows us to investigate other properties of q.q.s.p.

by means of Markov processes. Moreover, certain ergodic relations between

them are established.

2. Preliminaries

Let M be a von Neumann algebra acting on a Hilbert space H. The set of

all continuous (resp. ultra-weak continuous) functionals on M is denoted

by M∗ (resp. M∗), and put M∗,+ = M∗ ∩M∗
+, here M∗

+ denotes the set
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of all positive linear functionals. By M⊗M we denote tensor product of

M into itself. The sets S and S2 denote the set of all normal states on M
and M⊗M, respectively. By U we denote a linear operator U : M⊗M →
M⊗M such that U(x⊗ y) = y ⊗ x for all x, y ∈ M. Given a state ϕ ∈ S,

define the conditional expectation operator Eϕ : M⊗M → M on elements

a⊗ b, a, b ∈ M by

Eϕ(a⊗ b) = ϕ(a)b (1)

and extend it by linearity and continuity to M ⊗ M. Clearly, such an

operator is completely positive and Eϕ 1lM⊗M=1lM, here 1lM and 1lM⊗M
are the identity operators in M and M ⊗ M, respectively. We refer the

reader to Ref. 13, for more details on von Neumann algebras.

Now consider a family of linear operators {P s,t : M → M⊗M, s, t ∈
R+, t− s ≥ 1}.

Definition 2.1. We say that a pair ({P s,t}, ω0), where ω0 ∈ S is an ini-

tial state, forms a quantum quadratic stochastic process (q.q.s.p), if every

operator P s,t is ultra-weakly continuous and the following conditions hold:

(i) each operator P s,t is a unital (i.e. preserves the identity operators)

completely positive mapping with UP s,t = P s,t;

(ii) An analogue of Kolmogorov-Chapman equation is satisfied: for initial

state ω0 ∈ S and arbitrary numbers s, τ, t ∈ R+ with τ−s ≥ 1, t−τ ≥ 1

one has either

(ii)A P s,tx = P s,τ (Eωτ
(P τ,tx)), x ∈ M

or

(ii)B P s,tx = Eωs
P s,τ ⊗ Eωs

P s,τ (P τ,tx), x ∈ M,

where ωτ (x) = ω0 ⊗ ω0(P
0,τx), x ∈ M.

If q.q.s.p. satisfies one of the fundamental equations either (ii)A or (ii)B
then we say that q.q.s.p. has type (A) or type (B), respectively.
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Remark 2.1. By using the q.q.s.p., we can specify a law of interaction of

states. For ϕ,ψ ∈ S, we set

V s,t(ϕ,ψ)(x) = ϕ⊗ ψ(P s,tx), x ∈ M.

This equality gives a rule according to which the state V s,t(ϕ,ψ) appears

at time t as a result of the interaction of states ϕ and ψ at time s. From the

physical point of view, the interaction of states can be explained as follows:

Consider two physical systems separated by a barrier and assume that one

of these systems is in the state ϕ. and the other one is in the state ψ. Upon

the removal of the barrier, the new physical system is in the state ϕ ⊗ ψ

and, as a result of the action of the operator P s,t, a new state is formed.

This state is exactly the result of the interaction of the states ϕ and ψ.

Remark 2.2. If M is an ℓ∞, i.e., M = ℓ∞, then a q.q.s.p. ({P s,t}, ω0)

defined on ℓ∞ coincides with a quadratic stochastic process. Indeed, we set

p
[s,t]
ij,k = P s,t(χ{k})(i, j), i, j, k ∈ N,

where χA is the indicator of a set A. Then, by Definition 2.1, the family of

functions p
[s,t]
ij,k forms a quadratic stochastic process.

Conversely, if we have a quadratic stochastic process ({p[s,t]ij,k}, µ(0)) then

we can define a quantum quadratic stochastic process on ℓ∞ as follows:

(P s,tf)(i, j) =
∞∑

k=1

fkp
[s,t]
ij,k , f = {fk} ∈ ℓ∞.

As the initial state, we take the following state

ω0(f) =
∞∑

k=1

fkµ
(0)
k .
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One can easily check the conditions of Definition 2.1 are satisfied. Thus,

a notion of quantum quadratic stochastic process generalizes the notion of

quadratic stochastic process.

Remark 2.3. Certain examples of q.q.s.p were given in Ref. 3.

Let ({P s,t}, ω0) be a q.q.s.p. Then by P s,t
∗ we denote the linear operator,

mapping from (M⊗M)∗ into M∗, given by

P s,t
∗ (ϕ)(x) = ϕ(P s,tx), ϕ ∈ (M⊗M)∗, x ∈ M.

Definition 2.2. A q.q.s.p. ({P s,t}, ω0) is said to satisfy the ergodic prin-

ciple, if for every ϕ,ψ ∈ S2 and s ∈ R+

lim
t→∞

‖P s,t
∗ ϕ− P s,t

∗ ψ‖1 = 0,

where ‖ · ‖1 is the norm on M∗.

Let us note that Kolmogorov was the first who introduced the concept

of an ergodic principle for Markov processes (see, for example, Ref. 7). For

quadratic stochastic processes such a concept was introduced and studied

in Refs. 4, 12.

3. Marginal Markov Processes and Ergodic Principle

In this section we are going to consider relation between q.q.s.p. and Markov

processes.

First recall that a family {Qs,t : M → M, s, t ∈ R+, t−s ≥ 1} of unital

completely positive operators is called Markov process if

Qs,t = Qs,τQτ,t

holds for any s, τ, t ∈ R+ with t− τ ≥ 1, τ − s ≥ 1.

A Markov process {Qs,t} is said to satisfy the ergodic principle if for

every ϕ,ψ ∈ S and s ∈ R+ one has

lim
t→∞

‖Qs,t
∗ ϕ−Qs,t

∗ ψ‖1 = 0.

Here Qs,t
∗ is the conjugate operator to Qs,t defined by Qs,t

∗ (ϕ)(x) =

ϕ(Qs,tx), for any ϕ ∈ M∗, x ∈ M.
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Let ({P s,t}, ω0) be a q.q.s.p. Then define a new process Qs,t
P : M → M

by

Qs,t
P = Eωs

P s,t. (2)

Then according to Proposition 4.310 {Qs,t
P } is a Markov process associ-

ated with q.q.s.p. It is evident that the defined process satisfies the ergodic

principle if the q.q.s.p. satisfies one. An interesting question is about the

converse. Corollary 4.410 states the following important result:

Theorem 3.1. Let ({P s,t}, ω0) be a q.q.s.p. on a von Neumann algebra

M and let {Qs,t
P } be the corresponding Markov process. Then the following

conditions are equivalent

(i) ({P s,t}, ω0) satisfies the ergodic principle;

(ii) {Qs,t
P } satisfies the ergodic principle;

(iii) There is a number λ ∈ [0, 1) such that, given any states ϕ,ψ ∈ S2 and

a number s ∈ R+ one has

‖Qs,t
P,∗ϕ−Qs,t

P,∗ψ‖1 ≤ λ‖ϕ− ψ‖1

for at least one t ∈ R+.

3.1. Case type A

In this subsection we assume that q.q.s.p. ({P s,t}, ω0) has type (A).

Now define another process {Hs,t
P : M⊗M → M⊗M, s, t ∈ R+, t−s ≥

1} by

Hs,t
P x = P s,tEωt

x, x ∈ M⊗M. (3)

It is clear that every Hs,t
P is a unital completely positive operator. It

turns out that {Hs,t} is a Markov process. Indeed, using (ii)A of Def. 2.1

one has

Hs,t
P x = P s,tEωt

x = P s,τEωτ
(P τ,tEωt

x) = Hs,τ
P Hτ,t

P x,

which is the assertion.
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The defined two Markov processes Qs,t
P and Hs,t

P are related with each

other by the following equality

Eωs
(Hs,t

P x) = Eωs
(P s,t(Eωt

(x)) = Qs,t
P (Eωt

(x))

for every x ∈ M⊗M. Moreover, Hs,t
P has the following properties

Hs,t
P x = P s,t(Eωt

(x)) = P s,tEωt
Eωt

(x) = Hs,t
P (Eωt

(x)⊗ 1l) (4)

UHs,t
P = Hs,t

P , Hs,t
P (x⊗ 1l) = P s,tx, x ∈ M.

from (4) one gets Hs,t
P (1l ⊗x) = ωt(x) 1l ⊗ 1l. Here we can represent

ωt(x) = ω0 ⊗ ω0(P
0,tx) = ω0(Q

0,t
P x),

ωt(x) = ω0 ⊗ ω0(H
0,t
P (x⊗ 1l)).

Now we are interested in the following question: can such kind of two

Markov processes (i.e. with above properties) determine uniquely a q.q.s.p.?

To answer to this question we need to introduce some notations.

Let {Qs,t : M → M} and {Hs,t : M⊗M → M⊗M} be two Markov

processes with an initial state ω0 ∈ S. Denote

ϕt(x) = ω0(Q
0,tx), ψt(x) = ω0 ⊗ ω0(H

0,t(x⊗ 1l)).

Assume that the given processes satisfy the following conditions:

(i) UHs,t = Hs,t;

(ii) Eψs
Hs,t = Qs,tEϕt

;

(iii) Hs,tx = Hs,t(Eψt
(x)⊗ 1l) for all x ∈ M⊗M.

First note that if we take x =1l ⊗x in (iii) then we get

Hs,t(1l ⊗x) = Hs,t(Eψt
(1l ⊗x)⊗ 1l)

= Hs,t(ψt(x) 1l ⊗ 1l)

= ψt(x) 1l ⊗ 1l (5)

Now from (ii) and (5) we have

Eψs
Hs,t(1l ⊗x) = Eψs

(ψt(x) 1l ⊗ 1l)

= ψt(x) 1l

= Qs,tEϕt
(1l ⊗x)

= ϕt(x) 1l . (6)

This means that ϕt = ψt, therefore in the sequel we denote ωt := ϕt = ψt.
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Now we are ready to formulate the result.

Theorem 3.2. Let {Qs,t} and {Hs,t} be two Markov Processes with (i)-

(iii). Then by the equality P s,tx = Hs,t(x⊗ 1l) one defines a q.q.s.p. of type

(A). Moreover, one has

(a) P s,t = Hs,τP τ,t for any s, τ, t ∈ R+ with τ − s ≥ 1, t− τ ≥ 1,

(b) Qs,t = Eωs
P s,t.

Proof. We have to check only the condition (ii)A of Def. 2.1. Take any

s, τ, t ∈ R+ with τ − s ≥ 1, t − τ ≥ 1. Then using the assumption (iii) we

derive

P s,τEωτ
(P τ,tx) = Hs,τ (Eωτ

Hτ,t(x⊗ 1l)⊗ 1l)

= Hs,τHτ,t(x⊗ 1l)

= Hs,t(x⊗ 1l)

= P s,tx, x ∈ M.

From the markovianity of Hs,t we immediately get (a).

If we put x = x⊗ 1l to (iii) then from (1) one finds

Eωs
P s,tx = Eωs

Hs,t(x⊗ 1l) = Qs,tEωt
(x⊗ 1l) = Qs,tx.

This completes the proof.

These two {Qs,t} and {Hs,t} Markov processes are called marginal

Markov processes associated with q.q.s.p. {P s,t}. So, according to Theo-

rem 3.2 the marginal Markov processes uniquely define q.q.s.p.

Now define an other process {Zs,t : M⊗M → M⊗M} by

Zs,tx = Eωs
Hs,t(x)⊗ 1l, x ∈ M⊗M. (7)

From (ii) one gets Zs,tx = Qs,tEωt
x⊗ 1l. In particular,

Zs,t(x⊗ 1l) = Qs,tx⊗ 1l,

Zs,t(1l ⊗x) = ωt(x) 1l ⊗ 1l .

Proposition 3.1. The process {Zs,t} is a Markov one.
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Proof. Take any s, τ, t ∈ R+ with τ−s ≥ 1, t−τ ≥ 1. Then the assumption

(iii) and the markovianity of Hs,t imply that

Zs,τZτ,tx = Eωs
Hs,τ (Eωτ

Hτ,t(x)⊗ 1l)⊗ 1l

= Eωs
Hs,τHτ,t(x)⊗ 1l

= Eωs
Hs,t(x)⊗ 1l

= Zs,tx,

for every x ∈ M⊗M, which is the assertion.

Remark 3.1. Consider a q.q.s.p. ({P s,t}, ω0) of type (A). Let Hs,t, Zs,t

be the associated Markov processes. Take any ϕ ∈ S2 then from (3) with

taking into account (1), one concludes that

ϕ(Hs,tx) = P s,t
∗ ϕ(Eωt

(x)) = P s,t
∗ ϕ⊗ ωt(x), (8)

for any x ∈ M⊗M.

Similarly, using (7), for Zs,t we have

Zs,t
∗ (σ ⊗ ψ) = ψ(1l)P s,t

∗ (σ ⊗ ωs)⊗ ωt, (9)

for every σ, ψ ∈ M∗.

From Theorem 3.1 and using (8),(9) one can prove the following

Corollary 3.1. Let ({P s,t}, ω0) be a q.q.s.p. of type (A) on M and let

{Qs,t}, {Hs,t} be its marginal processes. Then the following conditions are

equivalent

(i) ({P s,t}, ω0) satisfies the ergodic principle;

(ii) {Qs,t} satisfies the ergodic principle;

(iii) {Hs,t} satisfies the ergodic principle;

(iv) {Zs,t} satisfies the ergodic principle;
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3.2. Case type B

In this subsection we suppose that a q.q.s.p. ({P s,t}, ω0) has type (B).

Like (3) let us define a process hs,tP : M⊗M → M⊗M by

h
s,t
P x = P s,tEωt

x, x ∈ M⊗M. (10)

The defined process {hs,tP } is not Markov, but satisfies another equation.

Namely, using (ii)B of Def. 2.1 and (2) we get

h
s,t
P x = Eωs

P s,τ ⊗ Eωs
P s,τ (P τ,tEωt

x) = Qs,τ
P ⊗Qs,t

P (hτ,tP x),

where x ∈ M⊗M.

Note that the process {hs,tP } has the same properties like {Hs,t
P }.

Similarly to Theorem 3.2 we can formulate the following

Theorem 3.3. Let {Qs,t} be a Markov process and {hs,t} be another pro-

cess, which satisfy (i)-(iii) and

hs,t = Qs,τ ⊗Qs,τ ◦ hτ,t (11)

for any s, τ, t ∈ R+ with τ − s ≥ 1, t − τ ≥ 1. Then by the equality

P s,tx = hs,t(x⊗ 1l) one defines a q.q.s.p. of type (B). Moreover, one has

Qs,t = Eωs
P s,t.

Proof. We have to check only the condition (ii)B . Note that the assump-

tion (iii) implies that

Eωs
hs,t(x⊗ 1l) = Qs,tEωt

(·⊗ 1l) = Qs,tx, x ∈ M.

Using this equality with (11) for any s, τ, t ∈ R+ with τ − s ≥ 1, t− τ ≥ 1

one finds

Eωs
P s,τ ⊗ Eωs

P s,τ (P τ,tx) = Eωs
hs,τ (·⊗ 1l)⊗ Eωs

hs,τ (·⊗ 1l)(hτ,t(x⊗ 1l))

= Qs,τ ⊗Qs,τ (hτ,t(x⊗ 1l))

= hs,t(x⊗ 1l)

= P s,tx

for any x ∈ M.

This completes the proof.



214 F. Mukhamedov

These two processes {Qs,t} and {hs,t} we call marginal processes asso-

ciated with q.q.s.p. {P s,t}.
Similarly like (7), define a process {zs,t : M⊗M → M⊗M} by

zs,tx = Eωs
hs,t(x)⊗ 1l, x ∈ M⊗M. (12)

Note that for this process the equality (9) holds as well.

Proposition 3.2. The process zs,t is a Markov one.

Proof. First from Theorem 3.3 and Propsition 4.310 we conclude that

Eωs
Qs,t = Eωt

. (13)

Let us take any s, τ, t ∈ R+ with τ − s ≥ 1, t − τ ≥ 1. Then from (12)

with (11),(13) one gets

zs,tx = Eωs
(Qs,τ ⊗Qs,τ (hτ,t(x))⊗ 1l

= Qs,τEωs
Qs,τ (hτ,t(x))⊗ 1l

= Qs,τEωτ
(hτ,t(x))⊗ 1l . (14)

On the other hand, using conditions (ii),(iii) we obtain

zs,τzτ,tx = Eωs
hs,τ (Eωτ

hτ,t(x)⊗ 1l)⊗ 1l

= Eωs
hs,τhτ,t(x)⊗ 1l

= Qs,τEωτ
hτ,t(x)⊗ 1l

for every x ∈ M⊗M. This relation with (14) proves the assertion.

Corollary 3.2. Let ({P s,t}, ω0) be a q.q.s.p. of type (B) on M and let

{Qs,t}, {hs,t} be its marginal processes. Then the following conditions are

equivalent

(i) ({P s,t}, ω0) satisfies the ergodic principle;

(ii) {Qs,t} satisfies the ergodic principle;

(iii) {hs,t} satisfies the ergodic principle;

(iv) {zs,t} satisfies the ergodic principle;
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We characterize the set of probability measures with density functions which we

can apply the multiplicative renormalization method for the function h(x) =

(1 − x)−κ with κ = 1
2

and κ = 2. For the case κ = 1
2
, we only have uniform

distributions on intervals. For the case κ = 2, we have three types of density
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functions.

1. Multiplicative renormalization method

In this short article we will briefly explain new ideas introduced in the

papers by Kubo-Kuo-Namli7,8 for characterizing probability measures by

the multiplicative renormalization method (MRM). Then we will show how

to modify the ideas with rather complicated computation to cover the other

cases in Kubo-Kuo-Namli.9–11 This leads to the concept of MRM-factor and

its characterization, which will be carried out in the more recent papers by

Kubo-Kuo.5,6

Consider a probability measure µ on R with infinite support and finite

moments of all orders. Upon applying the Gram-Schmidt process to the

sequence {xn}∞n=0 we get a µ-orthogonal sequence {Pn}∞n=0 of polynomials

with P0 = 1 and Pn being of degree n with leading coefficient 1. Moreover,

there are sequences αn, ωn, n ≥ 0 of real numbers such that

(x− αn)Pn(x) = Pn+1(x) + ωn−1Pn−1(x), n ≥ 0,

where ω−1 = 1 and P−1 = 0 by convention.

A method, called the multiplicative renormalization method, has been

introduced by Asai-Kubo-Kuo2,3 for the derivation of the three sequences

{Pn, αn, ωn}∞n=0. The crucial idea is the derivation of a function ψ(t, x),

called an orthogonal polynomial (or OP-)generating function, which has

the following series expansion

ψ(t, x) =
∞∑

n=0

cnPn(x)t
n,

where Pn’s are the above polynomials and cn 6= 0 for all n’s. Once we have

such an OP-generating function ψ(t, x), then we can find the sequences

{Pn, αn, ωn}∞n=0, (see Asai-Kubo-Kuo,2,3 Kubo-Kuo-Namli,7–9 or Kuo12 for

the derivation procedure.)

Here is a brief review of this method. Start with a suitable function h(x)

and define two functions θ and θ̃ by

θ(t) =

∫

R

h(tx) dµ(x),

θ̃(t, s) =

∫

R

h(tx)h(sx) dµ(x).

Then we have the following theorem due to Asai–Kubo–Kuo.2,3



218 I. Kubo, H.-H. Kuo & S. Namli

Theorem 1.1. Let ρ(t) be an analytic function at 0 with ρ(0) = 0 and

ρ′(0) 6= 0. Then the multiplicative renormalization

ψ(t, x) :=
h
(
ρ(t)x

)

θ
(
ρ(t)

) =
h
(
ρ(t)x

)

Eµh
(
ρ(t) ·

) (1)

is an OP-generating function for µ if and only if

Θρ(t, s) :=
θ̃
(
ρ(t), ρ(s)

)

θ
(
ρ(t)

)
θ
(
ρ(s)

) (2)

is a function of the product ts in some neighborhood of (0, 0).

The essential part of the theorem is to find a function ρ(t) so that the

function Θρ(t, s) in Equation (2) is a function of ts. If such a function ρ(t)

exists, then we say that µ is multiplicative renormalization method (MRM)-

applicable for the function h(x).

The multiplicative renormalization method can be used not only for

the derivation of an OP-generating function ψ(t, x), but also to discover

new probability measures as well. It has been shown in Asai-Kubo-Kuo2,3

that the classical probability measures are MRM-applicable for functions

of the form either h(x) = ex or h(x) = (1 − x)−κ. On the other hand, we

have a characterization problem, i.e., given a function h(x), characterize all

probability measures µ which are MRM-applicable for h(x).

For h(x) = ex, Kubo4 has proved that the class of MRM-applicable

probability measures coincides with the Meixner class.1,13 For the function

h(x) = (1−x)−1, Kubo-Kuo-Namli7,8 have obtained the corresponding class

of MRM-applicable probability measures, which contains many interesting

distributions beside the classical arcsine and semi-circle distributions. On

the other hand, for the function h(x) = (1 − x)−1/2, it has recently been

proved by Kubo-Kuo-Namli9 that the class of MRM-applicable probability

measures consists of only uniform distributions on intervals.

2. Power function of order κ = 1/2

In this section we consider the power function h(x) = (1 − x)−κ of order

κ = 1/2, namely, h(x) = (1− x)−1/2, and describe the essential ideas from

the paper by Kubo-Kuo-Namli.9

By direct differentiation, we find that the function

θ̃(t, s) =

∫

R

1√
1− tx

1√
1− sx

dµ(x)
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satisfies the following partial differential equation

∂θ̃

∂t
− ∂θ̃

∂s
= 2(t− s)

∂2θ̃

∂t∂s
. (3)

A key step to derive all probability measures that are MRM-applicable

for h(x) is to find a function ρ(t) for Theorem 1.1. In order to do so, define

an associated function f(t) by

f(t) := θ
(
ρ(t)

)
=

∫

R

1√
1− ρ(t)x

dµ(x). (4)

We can use the information on f(t) to derive ρ(t). Once ρ(t) is found,

we can compute f(t) and then θ(t), which will produce µ. The procedure

is very simple, but the calculations are extremely complicated.

Assume that the function J(ts) := Θρ(t, s) is a function of ts as in

Theorem 1.1. Then we can use the PDE in Equation (3) to show that

the function f(t) defined by Equation (4) must satisfy the following three

Fundamental Equations:

f ′(t)

f(t)
=

2bρ(t) + (a+ bt)ρ′(t)

1− 2(a+ bt)ρ(t)
, (5)

f ′(t)

f(t)
=

−3b+ 4(ab+ c3t)ρ(t) + (c2 + 2abt+ c3t
2)ρ′(t)

3a+ c1 + 3bt− 2(c2 + 2abt+ c3t2)ρ(t)
, (6)

f ′(t)

f(t)
=

A
(
ρ(t), ρ′(t), t

)

B
(
ρ(t), t

) , (7)

where the constants a, b, ci’s, and the functions A,B are given by

a = θ′(0), b =
J ′(0)

ρ′(0)
, c1 =

ρ′′(0)

ρ′(0)2
, c2 =

f ′′(0)

ρ′(0)2
,

c3 =
J ′′(0)

ρ′(0)2
, c4 =

ρ′′′(0)

ρ′(0)3
, c5 =

f ′′′(0)

ρ′(0)3
, c6 =

J ′′′(0)

ρ′(0)3
,

A(X,Y, t) = −4bc1 − 10ab− 10c3t+ 6
{
bc2 + 2ac3t+ c6t

2
}
X

+
{
c5 + 3bc2t+ 3ac3t

2 + c6t
3
}
Y,

B(X, t) = c4 + 4ac1 + 5c2 + (4bc1 + 10ab)t+ 5c3t
2

− 2
{
c5 + 3bc2t+ 3ac3t

2 + c6t
3
}
X.
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Recall that µ is assumed to have infinite support. By using the three

Fundamental Equations in Equations (5)–(7), we can derive the following

relationships regarding to the above constants and the function ρ(t):

b 6= 0, 4a+ c1 = 0, a2 + c2 > 0, c3 =
18

5
b2,

c4 = 6(3a2 − c2), c5 = −3ac2, c6 =
162

7
b2,

ρ(t) =
3bt

a2 + c2 + 6abt+ 9b2t2
.

The derivation of these relationships is rather complicated, see the proof of

Theorem 4.1 in Kubo-Kuo-Namli.9 Thus we have found the function ρ(t).

Note that it is specified by three parameters a, b, and c2.

Make a change of the parameters by

α =
2(a2 + c2)

3b
, β = 2a, γ = 6b.

It is easy to see that the condition for the new parameters is αγ > 0. Then

the function ρ(t) can be rewritten as

ρ(t) =
2t

α+ 2βt+ γt2
, (8)

Next put this function ρ(t) into Equation (5) to get the initial-valued

differential equation

f ′(t)

f(t)
=

β + γt

α+ 2βt+ γt2
, f(0) = 1,

which has a unique solution given by

f(t) =

√
1 +

2β

α
t+

γ

α
t2.

Recall that f(t) = θ
(
ρ(t)

)
. Therefore, we have

θ
(
ρ(t)

)
=

√
1 +

2β

α
t+

γ

α
t2. (9)

On the other hand, we can show that the inverse function of ρ(t) in Equation

(8) is given by

ρ−1(s) =
αs

1− βs+
√
(1− βs)2 − αγs2

. (10)

It follows from Equations (9) and (10) that

θ(t) =

√
2

1− βt+
√

(1− βt)2 − αγt2
.
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Then we use the following algebraic identity

√
2

a+
√
a2 − b2

=
2√

a+ b+
√
a− b

, a > 0, |b| ≤ a,

to rewrite the expression of the function θ(t) as

θ(t) =
2√

1− (β +
√
αγ)t+

√
1− (β −√

αγ)t
. (11)

Finally we will derive µ from this function θ(t). Before doing so, let us give

an example.

Example 2.1. Let ν be the uniform probability measure on the [−1, 1]

and h(x) = (1− x)−1/2. Then the associated function θ(t) is given by

θ(t) =
2√

1− t+
√
1 + t

. (12)

Note that this function is given by θ(t) in Equation (11) with α = γ = 1

and β = 0. Thus we have the corresponding function from Equation (8),

ρ(t) =
2t

1 + t2
.

With this function ρ(t), we can show that the function in Equation (2) is

given by

Θρ(t, s) =
1

2
√
ts

log
1 +

√
ts

1−
√
ts

=
∞∑

n=0

1

2n+ 1
(ts)n.

Therefore, by Theorem 1.1, the uniform probability measure ν on [−1, 1]

is MRM-applicable for the function h(x) = (1− x)−1/2. Moreover, we have

the OP-generating function from Equation (1) for ν,

ψ(t, x) =
1√

1− 2tx+ t2
,
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which yields the following corresponding sequences for n ≥ 0,

Pn(x) =
n!

(2n− 1)!!
Ln(x),

αn = 0,

ωn =
(n+ 1)2

(2n+ 3)(2n+ 1)
, (13)

where (−1)!! = 1 by convention and Ln(x) is the Legendre polynomial of

degree n. Note that obviously αn = 0 for all n since ν is symmetric.

Now we proceed to use the information from Example 2.1 to derive µ

which has the θ(t) function given by Equation (11). Consider the affine

transformation

Tv,q(x) = vx+ q, v 6= 0,

and the transformation of the uniform probability measure ν defined by

νv,q = ν ◦ Tv,q, v 6= 0.

Obviously, νv,q is a uniform probability measure on an interval. By using

the information in Example 2.1, we can check that νv,q is MRM-applicable

for h(x) = (1 − x)−1/2. In particular, the θ(t)-function, αn-sequence, and

ωn-sequence of νv,q are given by

θv,q(t) =
2√

1 + q−1
v t+

√
1 + q+1

v t
, (14)

(αv,q)n = − q

v
, n ≥ 0,

(ωv, q)n =
1

v2
(n+ 1)2

(2n+ 3)(2n+ 1)
, n ≥ 0. (15)

Compare Equations (11) and (14) and set the equations

q − 1

v
= −β −√

αγ,
q + 1

v
= −β +

√
αγ,

which have the solution

v =
1√
αγ

, q = − β√
αγ

.

Thus µ and ν 1√
αγ

,− β√
αγ

have the same θ(t)-function. Does the function θ(t)

uniquely determine a probability measure? We can use the (ωv,q)n-sequence
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in Equation (15) and Theorem 1.11 in the book by Shohat-Tamarkin14 to

verify that the function θv,q(t) in Equation (14) does uniquely determine a

probability measure. Hence we can conclude that µ = ν 1√
αγ

,− β√
αγ

.

The above discussion proves the next theorem from Kubo-Kuo-Namli.9

Theorem 2.1. A probability measure µ on R with infinite support and

finite moments of all orders is MRM-applicable for h(x) = (1 − x)−1/2 if

and only if it is a uniform probability measure on an interval.

In fact, the condition “µ has infinite support” can be weakened to “µ is

supported by at least three points” (see Theorem 5.2 in Kubo-Kuo-Namli.9)

It is quite obvious that a Dirac delta measure is MRM-applicable for the

function h(x) = (1 − x)−1/2. On the other hand, it does take some effort

to prove that a probability measure being supported by two points is also

MRM-applicable for h(x) = (1− x)−1/2.

Consider the power function h(x) = (1−x)−κ of order κ. When κ = 1/2,

the results are somewhat surprising because uniform probability measures

on intervals and probability measures being supported by one or two points

are the only probability measures which are MRM-applicable. On the other

hand, for the case κ = 1, the class of MRM-applicable probability measures

consists of many new interesting probability measures in addition to the

classical arcsine and semi-circle distributions.

3. Power functions of other order

Consider the power function h(x) = (1 − x)−κ of order κ. As pointed out

in Section 2, the values κ = 1 and κ = 1/2 are the extreme cases. For other

nonzero value of κ, there are several types of probability measures.

Here we explain the special case κ = 2 from Kubo-Kuo-Namli.10 In that

case we have

θ̃(t, s) =

∫

R

1

(1− tx)2
1

(1− sx)2
dµ(x),

which can be shown to satisfy the partial differential equation

∂θ̃

∂t
− ∂θ̃

∂s
=

1

2
(t− s)

∂2θ̃

∂t∂s
. (16)
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Suppose µ is MRM-applicable for the function h(x) = (1− x)−2. Then we

can use Equation (16) to show that the function

f(t) := θ
(
ρ(t)

)
=

∫

R

1
(
1− ρ(t)x

)2 dµ(x)

satisfies the following three Fundamental Equations:

f ′(t)

f(t)
=

bρ(t) + 2(a+ bt)ρ′(t)

2− (a+ bt)ρ(t)
,

f ′(t)

f(t)
=

−3b+ 2(ab+ c3t)ρ(t) + 2(c2 + 2abt+ c3t
2)ρ′(t)

3a+ 2c1 + 3bt− (c2 + 2abt+ c3t2)ρ(t)
,

f ′(t)

f(t)
=

A
(
ρ(t), ρ′(t), t

)

B
(
ρ(t), t

) ,

where a, b, ci’s are constants and the functions A,B are given by

A(X,Y, t) = −5bc1 − 8ab− 8c3t+ 3
{
bc2 + 2ac3t+ c6t

2
}
X

+ 2
{
c5 + 3bc2t+ 3ac3t

2 + c6t
3
}
Y,

B(X, t) = 2c4 + 5ac1 + 4c2 + (5bc1 + 8ab)t+ 4c3t
2

−
{
c5 + 3bc2t+ 3ac3t

2 + c6t
3
}
X.

Now assume in addition that µ has a density function. Then we can use

the above three Fundamental Equations to derive the conclusion that there

are only three possible cases below. For the proof, see Kubo-Kuo-Namli.10

Case 1. b 6= 0, c1 = −a, c3 = 45
32b

2.

In this case, we have the following values and functions,

c2 >
1

2
a2, c4 =

3

4
(a2 − 2c2), c5 =

3

4
a(2c2 − a2), c6 =

81

32
b3,

ρ(t) =
24bt

8(2c2 − a2) + 12abt+ 9b2t2
,

f(t) =
(8(2c2 − a2) + 12abt+ 9b2t2

8(2c2 − a2)

)2

,

θ(t) =
16

[
2− at+

√
4− 4at− (4c2 − 3a2)t2

]2 . (17)

Case 2. b 6= 0, c1 = −a, c3 = 9
8b

2.
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In this case, we have the following values and functions,

c2 >
1

2
a2, c4 = 2a2 − c2, c5 = a(2c2 − a2), c6 =

3

2
b3,

ρ(t) =
12bt

4(2c2 − a2) + 6abt+ 3b2t2
,

f(t) =
4(2c2 − a2)

4(2c2 − a2)− 3b2t2

(4(2c2 − a2) + 6abt+ 3b2t2

4(2c2 − a2)

)2

,

θ(t) =
24

p(t) +
√
3(2− at)

√
p(t)

, (18)

where p(t) = 12− 12at− (8c2 − 7a2)t2.

Case 3. b 6= 0, c1 6= −a, c3 = 4
3b

2.

In this case, we have the following values and functions,

c2 =
1

2
(12a2 + 20ac1 + 9c21),

c4 = −3

2
(2a+ c1)(2a+ 3c1),

c5 =
1

2
(36a3 + 36a2c1 − 3ac21 − c31 + 48a2c1 + 66ac21 + 16c31),

c6 =
20

9
b3,

ρ(t) =
6bt

18(a+ c1)2 − 3bc1t+ 2b2t2
,

f(t) =
{18(c1 + a)2 − 3bc1t+ 2b2t2}2
108(c1 + a)3

[
3(c1 + a)− bt

] ,

θ(t) =
8[

2 + (2a+ 3c1)t
][
2− (4a+ 3c1)t

]
+
[
2− (2a+ c1)t

]√
q(t)

, (19)

where q(t) =
[
2 + (4a+ 5c1)t

][
2− (4a+ 3c1)t

]
.

Finally we can apply the Hilbert transform

(Hg)(t) = p.v.

∫

R

g(x)

1− tx
dx

and use Equations (17), (18), and (19) to derive the probability measures

given in the next theorem.

Theorem 3.1. Let a probability measure dµ = g(x) dx be MRM-applicable

for h(x) = (1 − x)−2. Then the density function g(x) must be one of the
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following three types:

g(x) =
4

3π(2c2 − a2)2
{
2(2c2 − a2)− (2x− a)2

}3/2
,

g(x) =

√
3

π(2c2 − a2)

√
4(2c2 − a2)− 3(2x− a)2,

g(x) =

√
(4a+ 5c1 + 2x)3(4a+ 3c1 − 2x)

16π|a+ c1|3
,

where g(x) is understood to be zero outside the interval where the expression

in the right hand side makes sense.

Observe that the first two cases have parameters a and c2, while the

third case has parameters a and c1. Moreover, note that the constant b

appears only as a scaling of t in the functions ρ(t), f(t), θ(t) and does not

effect the density function g(x).

In the chart below we give three examples corresponding to the three

cases with particular values of the parameters.

a = 0, b =
4

3
,

c2 = 1

a = 0, b = 2,

c2 =
3

2

a =
1

2
, b =

3

2
,

c1 = 0

ρ(t)
2t

1 + t2
2t

1 + t2
2t

1 + t2

f(t) (1 + t2)2
(1 + t2)2

1− t2
(1 + t2)2

1− t

ψ(t, x)
1

(1− 2xt+ t2)2
1− t2

(1− 2xt+ t2)2
1 + t

(1− 2xt+ t2)2

µ β
(5
2
,
5

2

)
β
(3
2
,
3

2

)
β
(5
2
,
3

2

)

g(x)
8

3π
(1 + x)

3
2 (1− x)

3
2

2

π

√
1− x2

2

π
(1 + x)

3
2 (1− x)

1
2

Pn(x)
G

(2)
n (x)

2n(n+ 1)

G
(1)
n (x)

2n
G

(2)
n (x)−G

(1)
n−1(x)

2n(n+ 1)

αn 0 0
1

2(n+ 1)(n+ 2)

ωn
(n+ 1)(n+ 4)

4(n+ 2)(n+ 3)

1

4

(n+ 1)(n+ 3)

4(n+ 2)2
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Here β(p, q) denotes the beta distribution on the interval [−1, 1], namely, its

density function is given by

Γ(p+ q)

2p+q−1Γ(p)Γq)
(1 + x)p−1(1− x)q−1, −1 < x < 1,

and G
(κ)
n (x) are the Gegenbauer polynomials with parameter κ defined by

the following series expansion

1

(1− 2xt+ t2)κ
=

∞∑

n=0

G(κ)
n (x)tn.

It can be easily seen that

G(κ)
n (x) =

2n

n!

Γ(κ+ n)

Γ(κ)
xn + · · · · · ·

so that the leading coefficient of G
(2)
n (x) is 2n(n + 1). Moreover, observe

that G
(1)
n (x) is the Chebyshev polynomial Un(x) of the second kind,

G(1)
n (x) = Un(x) =

sin
[
(n+ 1) cos−1 x

]

sin(cos−1 x)
= 2nxn + · · · · · · .

Note that for the second example, the β
(
3
2 ,

3
2

)
distribution is the same

as the semi-circle distribution. It is also worthwhile to point out that for

a = − 1
2 , b = 3

2 , c1 = 0, we have the β
(
3
2 ,

5
2

)
distribution, which is just the

reflection of the β
(
5
2 ,

3
2

)
distribution in the third example, and thus does

not provide a new typical example.

Finally we mention that for the power function h(x) = (1 − x)−κ of

general order κ, the computations are much more complicated although

the ideas are somewhat similar to the case κ = 2. We refer the detail to the

paper by Kubo-Kuo-Namli.11

References

1. L. Accardi, Meixner classes and the square of white noise, in: Finite and Infi-

nite Dimensional Analysis in Honor of Leonard Gross, Contemporary Math-

ematics 317 (2003), 1–13, Amer. Math. Soc.

2. N. Asai, I. Kubo, and H.-H. Kuo, Multiplicative renormalization and gener-

ating functions I, Taiwanese Journal of Mathematics 7 (2003), 89–101.

3. N. Asai, I. Kubo, and H.-H. Kuo, Multiplicative renormalization and gener-

ating functions II, Taiwanese Journal of Mathematics 8 (2004), 593–628.



228 I. Kubo, H.-H. Kuo & S. Namli

4. I. Kubo, Generating functions of exponential type for orthogonal polynomials,

Inifinite Dimensional Analysis, Quantum Probability and Related Topics 7

(2004), 155–159.

5. I. Kubo and H.-H. Kuo, MRM-applicable orthogonal polynomials for certain

hypergeometric functions, Communications on Stochastic Analysis (2009) (to

appear)

6. I. Kubo and H.-H. Kuo, MRM-factors for special probability measures, (sub-

mitted for publication)

7. I. Kubo, H.-H. Kuo, and S. Namli, Interpolation of Chebyshev polynomials

and interacting Fock spaces, Infinite Dimensional Analysis, Quantum Proba-

bility and Related Topics 9 (2006), 361–371.

8. I. Kubo, H.-H. Kuo, and S. Namli, The characterization of a class of probabil-

ity measures by multiplicative renormalization, Communications on Stochas-

tic Analysis 1 (2007), 455–472.

9. I. Kubo, H.-H. Kuo, and S. Namli, Applicability of multiplicative renormaliza-

tion method for a certain function; Communications on Stochastic Analysis

2 (2008), 405–422.

10. I. Kubo, H.-H. Kuo, and S. Namli, MRM-applicable measures for the power

function of order 2; Preprint 2008.

11. I. Kubo, H.-H. Kuo, and S. Namli, MRM-applicable measures for power func-

tions of general order; Preprint 2008.

12. H.-H. Kuo,Multiplicative renormalization method for orthogonal polynomials;

in: Quantum Probability and Related Topics, QP-PQ: Quantum Prob. White

Noise Analysis 23 (2008), 165–175, R. Quezada et al. (eds.), World Scientific

13. J. Meixner, Orthogonale polynomsysteme mit einen besonderen gestalt der

erzeugenden funktion, J. Lond. Math. Soc. 9 (1934), 6–13.

14. J. Shohat and J. Tamarkin, The Problem of Moments, Math. Surveys 1,



On the Applicability of MRM for Certain Power Functions 229

Amer. Math. Soc., 1943.



230

Convolution Equation: Solution and Probabilistic

Representation
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1. Introduction

The Gross Laplacian ∆G was introduced by L. Gross in Ref. 7 in order to

study the heat equation in infinite dimensional spaces. It has been shown

that the solution is represented as an integral with respect to Gaussian

measure, see Refs. 7 and 13. There exists a huge literature dedicated to the

Gross Laplacian with different points of view. We would like to mention the

white noise analysis approach, see Refs. 2, 8, 9, 11 and references therein.

In this paper we study the study the Cauchy problem

∂

∂u
U(u) =

1

2
∆∗

KU(t), U(0) = Φ, (1)

where Φ is a generalized functions and ∆∗
K is the adjoint operator of ∆K

which is related to the Gross Laplacian for certain choice of the operator

K, see (7) for more details. As the main tool we use the Laplace transform

and the fact that ∆∗
K is a convolution operator. It is straightforward for

show that the solution of (1) is an well defined element in an appropriate

space generalized functions, see Section 2 for details. Thus, the main result

of the paper is to give a probabilistic representation for that solution. This

entails, between others things, a stochastic calculus in infinite dimensions

such as the Itô formula, see Theorem 3.1 below.

The paper is organized as follows. In Section 2 we provide the math-

ematical background needed to solve the Cauchy problem (1); namely we

construct the appropriate test functions space Fθ(N
′) and the associated

generalized functions F ′
θ(N

′). The elements in Fθ(N
′) are entire func-

tions on the co-nuclear space N ′ with exponential growth of order θ (a

Young function) and of minimal type and F ′
θ(N

′) is the topological dual.

The main tools we use are the Laplace transform which characterizes the

space F ′
θ(N

′) in terms of holomorphic functions with certain growth con-

ditions. We introduce the convolution Φ ∗ϕ between a generalized function

Φ ∈ F ′
θ(N

′) and a test function ϕ ∈ Fθ(N
′) which generalizes the convolu-

tion of a measure and a function. We then introduce the convolution of two

generalized functions as an extension of the convolution of two measures. It

turns out that, indeed, the operator ∆∗
K is given as a convolution. Finally

in Section 3 we prove the existence of the the Cauchy problem (1) and

give a probabilistic representation of it. We use the stochastic integration

in Hilbert spaces, as developed in3 and12 with respect to K-Wiener process

W and the Itô formula for F ′
θ(N

′)-valued processes tW (u)Φ, where txΦ is

the translation of Φ by x.
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2. Preliminaries

In this section we will introduce the framework which is necessary later on.

Let X be a real nuclear Fréchet space with topology given by an increasing

family {| · |k; k ∈ N0} of Hilbertian norms, N0 := {0, 1, 2, . . .}. Then X is

represented as

X =
⋂

k∈N0

Xk,

where Xk is the completion of X with respect to the norm | · |k. We use

X−k to denote the dual space of Xk. Then the dual space X ′ of X can be

represented as

X ′ =
⋃

k∈N0

X−k

which is equipped with the inductive limit topology.

Let N = X + iX and Nk = Xk + iXk, k ∈ Z, be the complexifications

of X and Xk, respectively. For n ∈ N0, we denote by N ⊗̂n the n-fold

symmetric tensor product of N equipped with the π-topology and by N ⊗̂n
k

the n-fold symmetric Hilbertian tensor product of Nk. We will preserve the

notation | · |k and | · |−k for the norms on N ⊗̂n
k and N ⊗̂n

−k , respectively.

Functional spaces

Let θ : R+ −→ R+ be a continuous, convex, increasing function satisfying

lim
t→∞

θ(t)

t
= ∞ and θ(0) = 0.

Such a function is called a Young function. For a Young function θ we define

θ∗(x) := sup
t≥0

{tx− θ(t)}, x ≥ 0.

This is called the polar function associated to θ. It is known that θ∗ is again

a Young function and (θ∗)∗ = θ, see Ref. 10 for more details and general

results.

For a Young function θ, we denote by Fθ(N
′) the space of holomorphic

functions on N ′ with exponential growth of order θ and of minimal type.

Similarly, let Gθ(N) denote the space of holomorphic functions on N with

exponential growth of order θ and of arbitrary type. Moreover, for each

k ∈ Z and m > 0, define Fθ,m(Nk) to be the Banach space of entire

functions f on Nk satisfying the condition

|f |θ,k,m := sup
x∈Nk

|f(x)|e−θ(m|x|k) < ∞.
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Then the spaces Fθ(N
′) and Gθ(N) may be represented as

Fθ(N
′) =

⋂

k∈N0,m>0

Fθ,m(N−k),

Gθ(N) =
⋃

k∈N0,m>0

Fθ,m(Nk)

which are equipped with the projective limit topology and the inductive

limit topology, respectively. The space Fθ(N
′) is called the space of test

functions on N ′. Its dual space F ′
θ(N

′), equipped with the strong topol-

ogy, is called the space of generalized functions. The dual pairing between

F ′
θ(N

′) and Fθ(N
′) is denoted by 〈〈·, ·〉〉.

For k ∈ N0 and m > 0, we define the Hilbert spaces

Fθ,m(Nk) =

{
~ϕ = (ϕn)

∞
n=0; ϕn ∈ N ⊗̂n

k ,
∞∑

n=0

θ−2
n m−n|ϕn|2k < ∞

}
,

Gθ,m(N−k) =

{
~Φ = (Φn)

∞
n=0 ; Φn ∈ N ⊗̂n

k ,
∞∑

n=0

(n!θn)
2mn|Φn|2−k < ∞

}
,

where

θn = inf
x>0

eθ(x)

xn
, n ∈ N0.

We define

Fθ(N) :=
⋂

k∈N0,m>0

Fθ,m(Nk)

Gθ(N
′) :=

⋃

k∈N0,m>0

Gθ,m(N−k).

The space Fθ(N) equipped with the projective limit topology is a nuclear

Fréchet space, see [6, Proposition 2]. The space Gθ(N
′) carries the dual

topology of Fθ(N) with respect to the bilinear pairing given by

〈〈~Φ, ~ϕ〉〉 =
∞∑

n=0

n!〈Φn, ϕn〉, (2)

where ~Φ = (Φn)
∞
n=0 ∈ Gθ(N

′) and ~ϕ = (ϕn)
∞
n=0 ∈ Fθ(N).

The Taylor map defined by

T : Fθ(N
′) −→ Fθ(N), ϕ 7→

(
1

n!
ϕ(n)(0)

)∞

n=0
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is a topological isomorphism. The same is true between Gθ∗(N) and Gθ(N
′).

The action of a distribution Φ ∈ F ′
θ(N

′) on a test function ϕ ∈ Fθ(N
′) can

be expressed in terms of the Taylor map as follows:

〈〈Φ, ϕ〉〉 = 〈〈~Φ, ~ϕ〉〉, (3)

where ~Φ = (T∗)−1Φ and ~ϕ = Tϕ.

Laplace transform

It is easy to see that for each ξ ∈ N , the exponential function

eξ(z) = e〈z,ξ〉, z ∈ N ′,

is a test function in the space Fθ(N
′) for any Young function θ, cf. [6,

Lemme 2]. Thus the Laplace transform of a generalized function Φ ∈ F ′
θ(N

′)

LΦ(ξ) := 〈〈Φ, eξ〉〉, ξ ∈ N, (4)

is well defined. The Laplace transform is a topological isomorphism between

F ′
θ(N

′) and Gθ∗(N) (cf. [6, Théorème 1]).

Convolution

For ϕ ∈ Fθ(N
′), the translation txϕ of ϕ by x ∈ N ′ is defined by

(txϕ)(y) = ϕ(y − x), y ∈ N ′.

It is easy to check that, for any x ∈ N ′, tx is a continuous linear operator

from Fθ(N
′) into itself , cf. [5, Proposition 2.1]. We may define the transla-

tion tx on F ′
θ(N

′) as follows: Let Φ ∈ F ′
θ(N

′) be given, then txΦ ∈ F ′
θ(N

′)
is defined by

〈〈txΦ, ϕ〉〉 := 〈〈Φ, t−xϕ〉〉, ∀ϕ ∈ Fθ(N
′).

We define the convolution Φ ∗ ϕ of a generalized function Φ ∈ F ′
θ(N

′)
and a test function ϕ ∈ Fθ(N

′) to be the test function

(Φ ∗ ϕ)(x) := 〈〈Φ, t−xϕ〉〉, x ∈ N ′.

For the proof, see [5, Lemme 2.1].

Remark 2.1. The definition of Φ ∗ ϕ does not generalize the notion of

convolution of two test functions even if we have the injection: Fθ(N
′) →֒
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F ′
θ(N

′). On the other hand, it does generalize the notion of convolution

between a measure and a function.

For any Φ,Ψ ∈ F ′
θ(N

′) we define the convolution Φ ∗Ψ ∈ F ′
θ(N

′) by

〈〈Φ ∗Ψ, ϕ〉〉 := 〈〈Φ,Ψ ∗ ϕ〉〉, ϕ ∈ Fθ(N
′).

Remark 2.2. We notice that the above definition does generalize the no-

tion of convolution of measures. It is not surprising that the commutative

and associative laws holds because it does for measures.

As a consequence we have the following

Lemma 2.1. Let Φ,Ψ ∈ F ′
θ(N

′) be given, then we have

L(Φ ∗Ψ) = LΦLΨ. (5)

Operator ∆K and ∆∗

K

Let K ∈ L(N,N ′) be given, where L(N,N ′) is the set of continuous linear

operators from N to N ′. We denote by τ(K) the kernel associated to K in

(N ⊗N)′ (which is isomorphic to L(N,N ′), see Ref. 1) which is defined by

〈τ(K), ξ ⊗ η〉 = 〈Kξ, η〉.
For ϕ ∈ Fθ(N

′) of the form

ϕ(x) =
∞∑

n=0

〈x⊗n, ϕ(n)〉, (6)

we define the operator ∆K of ϕ at x ∈ N ′ by

(∆Kϕ)(x) :=
∞∑

n=0

(n+ 2)(n+ 1)〈x⊗n, 〈τ(K), ϕ(n+2)〉〉, (7)

where the contraction 〈τ(K), ϕ(n+2)〉 is defined by

〈x⊗n, 〈τ(K), ϕ(n+2)〉〉 := 〈x⊗n⊗̂τ(K), ϕ(n+2)〉.
In particular, for K = I (embedding of N in N ′), τ(I) is the trace operator
and ∆K is the Gross Laplacian.
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We state the following useful

Lemma 2.2. Let ϕ ∈ Fθ(N
′) be given and let K be an operator as described

above. Then ∆K is a convolution operator, namely

∆Kϕ = T (τ(K)) ∗ ϕ, ϕ ∈ Fθ(N
′). (8)

where T (τ(K)) ∈ F ′
θ(N

′) is associated with
−−−−−−→T (τ(K)) = (0, 0, τ(K), 0, . . .) ∈

Gθ(N
′).

Proof. We take ϕ of the form: ϕ(x) = e〈x,ξ〉 =
∑∞

n=0
1
n! 〈x⊗n, ϕ(n)〉, ϕ(n) =

ξ⊗n. Then we have

(∆Kϕ)(x) =
∞∑

n=0

(n+ 2)(n+ 1)〈x⊗n, 〈τ(K),
1

(n+ 2)!
ξ⊗(n+2)〉〉

=
∞∑

n=0

1

n!
〈x⊗n, 〈τ(K), ξ⊗(n+2)〉〉

= 〈Kξ, ξ〉ϕ(x).
Noting that ϕ(2)(·+ x) = 1

2ξ
⊗2e〈x,ξ〉 then we have

(T (τ(K))∗ϕ)(x) = 〈〈T (τ(K)), t−xϕ〉〉 = 2〈τ(K), ϕ(2)(·+x)〉 = 〈Kξ, ξ〉ϕ(x).
The result follows by density of the exponential functions on Fθ(N

′).

Let A be the operator defined for any Φ ∈ F ′
θ(N

′) by

AΦ := T (τ(K)) ∗ Φ.
It follows that for all ϕ ∈ Fθ(N

′) we have

〈〈AΦ, ϕ〉〉 = 〈〈T (τ(K)) ∗ Φ, ϕ〉〉
= 〈〈Φ, T (τ(K)) ∗ ϕ〉〉
= 〈〈Φ,∆Kϕ〉〉
=: 〈〈∆∗

KΦ, ϕ〉〉
which proves that A is the adjoint operator ∆∗

K .

It is clear, using (5), that

(L(∆∗
KΦ))(ξ) = 〈Kξ, ξ〉(LΦ)(ξ). (9)
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3. Convolution equation: existence and probabilistic

representation

Now we are able to investigate the following Cauchy problem

∂

∂u
U(u) =

1

2
∆∗

KU(u), u ∈ [0, T ], U(0) = Φ ∈ F ′
θ(N

′). (10)

Applying the Laplace transform to (10) we obtain

∂

∂u
LU(u) =

1

2
LT (τ(K))LU(u), u ∈ [0, T ], LU(0) = LΦ ∈ Gθ∗(N).

(11)

Therefore the unique solution of (11) is given by

LU(u) = (LΦ) exp
(u
2
LT (τ(K))

)
. (12)

Finally, the solution of (10) is obtained using the characterization theorem

as

U(u) = Φ ∗ e∗uT (τ(K))/2. (13)

We proceed in order to give a probabilistic representation of the solution

(13). First we keep the notation K for its extension to X−p (p ∈ N0 fixed)

into itself. Moreover we assume that K is a symmetric, nonnegative linear

operator with finite trace. We follow closely the ideas from Refs. 4 and 14.

Let (Ω,F , (Fu)u∈[0,T ], P ) be a filtered probability space with a filtration

(Fu)u∈[0,T ] satisfying the usual conditions. By a K-Wiener process W =

(W (u))u∈[0,T ] we mean a X−p-valued process on (Ω,F , P ) such that

• W (0) = 0,

• W has P -a.s. continuous trajectories,

• the increments of W are independent,

• the increments W (u) −W (v), 0 < v ≤ u have the following Gaussian

law:

P ◦ (W (u)−W (v))−1 = N(0, (u− v)K),

where N(0, (u−v)K) denotes the Gaussian distribution with zero mean

and covariance operator (u− v)K.

A K-Wiener process with respect to the filtration (Fu)u∈[0,T ] is a K-Wiener

process such that

• W (u) is Fu-adapted,

• W (u)−W (v) is independent of Fu for all v ∈ [0, u].
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Later on we need to define stochastic integrals of F ′
θ(N

′)-valued process.

We use the theory of stochastic integration in Hilbert spaces developed in

Refs. 3 and 12. Before we introduce some notations. Given two separable

Hilbert spaces H1,H2 we denote by L(H1,H2) (resp. L2(H1,H2)) the space

of all bounded linear operators from H1 to H2 (resp. Hilbert-Schmidt oper-

ators). The Hilbert-Schmidt norm of an element S ∈ L2(H1,H2) is denoted

by ‖S‖HS .

Definition 3.1. Let (Φ(u))0≤u≤T be a given L(X−p,F ′
θ(N

′))-valued, Fu-

adapted continuous stochastic process. Assume that there exist m > 0 and

p ∈ N0 such that T ◦ LΦ(u) ∈ L(X−p, Gθ,m(N−p)) and

P

(∫ T

0

∥∥∥(T ◦ LΦ(u)) ◦K1/2
∥∥∥
2

HS
du < ∞

)
= 1. (14)

Then, for u ∈ [0, T ], we define the generalized stochastic integral

∫ u

0

Φ(v)dW (v) ∈ F ′
θ(N

′)

by

T

(
L
(∫ u

0

Φ(v)dW (v)

)
(ξ)

)
:=

∫ u

0

T ((LΦ(v))(ξ)) dW (v). (15)

Notice that the right hand side of (15) is a well defined stochastic integral

in a Hilbert space by the condition (14), see Ref. 3.

We are going to derive the Itô formula for tW (u)Φ, Φ ∈ F ′
θ(N

′). Before we

give a technical lemma. By a F ′
θ(N

′)-valued continuous Fu-semimartingale

(Z(u))u∈[0,T ], we mean processes of the form

Z(u) = Z(0) +

∫ u

0

Φ(v)dW (v) +

∫ u

0

Ψ(v)dv,

when all terms in the right hand side are well defined. We state to following

lemma which the simple proof is left to the interested reader.

Lemma 3.1. Let Φ ∈ F ′
θ(N

′), ξ ∈ N and g : X−p −→ C, g(x) :=

〈〈txΦ, eξ〉〉 = (L(txΦ))(ξ) be given. Then g is twice continuously differen-
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tiable and

(Dg)(x)(y) = 〈〈Φ, t−xeξ〉〉〈y, ξ〉, x, y ∈ X−p. (16)

(D2g)(x)(y1, y2) = 〈〈Φ, t−xeξ〉〉〈y1, ξ〉〈y2, ξ〉, y1, y2 ∈ X−p. (17)

Moreover g,Dg and D2g are uniformly continuous on bounded sets of X−p.

Remark 3.1.

(1) In the conditions of Lemma 3.1 we may rewrite (16) and (17) as

(Dg)(x) = −〈〈D(txΦ), eξ〉〉

(D2g)(x) = 〈〈D2(txΦ), eξ〉〉.

(2) Since the family of exponential functions {eξ, ξ ∈ N} is dense in Fθ(N
′)

the same result holds for g(x) = 〈〈txΦ, ϕ〉〉 with ϕ ∈ Fθ(N
′).

Now we are able to prove the announced Itô formula.

Theorem 3.1. Let (W (u))u∈[0,T ] be a K-Wiener process with respect to the

filtration (Fu)u∈[0,T ] and let Φ ∈ F ′
θ(N

′) be given. Then tW (u)Φ is a F ′
θ(N

′)-

valued continuous Fu-semimartingale which has the following decomposition

tW (u)Φ = tW (0)Φ−
∫ u

0

D(tW (v)Φ)dW (v) +
1

2

∫ u

0

∆∗
K(tW (v)Φ)dv.

Proof. By Lemma 3.1 the function g : X−p −→ C, g(x) := 〈〈txΦ, eξ〉〉 for

ξ ∈ N is twice continuously differentiable. Then applying Itô’s formula we

get

g(W (u)) = g(W (0)) +

∫ u

0

Dg(W (v))dW (v) +
1

2

∫ u

0

tr[D2g(W (v))K]dv.
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The explicit representation for g gives

〈〈tW (u)Φ, eξ〉〉 = 〈〈tW (0)Φ, eξ〉〉 −
∫ u

0

〈〈D(tW (v)Φ), eξ〉〉dW (v)

+
1

2

∫ u

0

tr[〈〈D2(tW (v)Φ), eξ〉〉K]dv.

The trace in the last integral above may be written as

tr[〈〈D2(tW (v)Φ), eξ〉〉K] =
∑

i≥1

〈〈D2(tW (v)Φ), eξ〉〉〈Kfi, ξ〉〈fi, ξ〉

= 〈〈D2(tW (v)Φ), eξ〉〉〈Kξ, ξ〉,

where we have used the symmetry of K and the fact
∑

i≥1〈fi,Kξ〉〈fi, ξ〉 =
〈Kξ, ξ〉 for one (hence every) orthonormal basis {fi; i ≥ 1} in X−p. The

result follows by (9).

In order to show that the solution of (10) is given in terms of an expectation,

first we prove the following

Lemma 3.2. Let Φ ∈ F ′
θ(N

′), ξ ∈ N be given and g : X−p −→ C, g(x) =

〈〈txΦ, eξ〉〉. Then we have

E

(∫ T

0

∥∥∥Dg(W (u)) ◦K1/2
∥∥∥
2

HS
du

)
< ∞.

Thus, {
∫ u

0
Dg(W (v))dW (v), u ∈ [0, T ]} is a F ′

θ(N
′)-valued continuous,

square integrable martingale.

Proof. For every orthonormal basis {fi, i ≥ 1} in X−p we have

∥∥∥(Dg)(W (u)) ◦K1/2
∥∥∥
2

HS
≤ |〈〈tW (u)Φ, eξ〉〉|2|ξ|2p

∑

i≥1

|K1/2fi|2−p.

Notice that 〈〈tW (u)Φ, eξ〉〉 = 〈〈Φ, eξ〉〉e〈W (u),ξ〉 and
∑

i≥1 |K1/2fi|2−p =

||K1/2||2HS . Therefore we obtain

∥∥∥(Dg)(W (u)) ◦K1/2
∥∥∥
2

HS
≤ C(ξ,Φ,K, α)eα|W (u)|2−p ,

where the constant C(ξ,Φ,K, α) is given by

C(ξ,Φ,K, α) := |ξ|2p|e|ξ|
2
p/α|〈〈Φ, eξ〉〉|2||K1/2||2HS
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and we have used, for any α > 0,




2|〈W (u), ξ〉| ≤ |W (u)|−p|ξ|p ≤
|ξ|2p
α

+ α|W (u)|2−p ,

|e〈W (u),ξ〉| ≤ e|〈W (u),ξ〉| ≤ e|ξ|
2
p/αeα|W (u)|2−p .

Since W (u) has Gaussian law N(0, uK) it follows that

E

(∫ T

0

∥∥(Dg) (W (u)) ◦K1/2
∥∥2
HS

du
)

≤ C (ξ,Φ,K, α)

∫ T

0

∫

X−p

eαu|x|
2
−pdN(0,K)du.

For α ∈ [0, 1
2T tr[K] [ the stochastic integral above admits a Fernique estima-

tion of Gaussian measure (cf. [3, Proposition 2.16, p. 56]) so that
∫

X−p

eαu|x|
2
−pdN(0,K) ≤ 1√

1− 2uαtr[K]
.

So, we obtain

E

(∫ T

0

∥∥(Dg) (W (u)) ◦K1/2
∥∥2
HS

du
)

≤ C (ξ,Φ,K, α)

∫ T

0

du√
1− 2uαtr[K]

< +∞.

As consequence of the above lemma for each ξ ∈ N the process
{∫ u

0

〈〈D(tW (v)Φ), eξ〉〉dW (v), u ∈ [0, T ]

}
,

is a L2(P )-bounded martingale. Therefore we have

Corollary 3.1. The following stochastic integral

{∫ v

0

T ◦ L(D(tW (u)Φ))dW (u), v ∈ [0, T ]

}
,

is a L2(P )-bounded martingale.

Now we give a probabilistic representation formula of the solution of the

Cauchy problem (10).

Theorem 3.2. The solution of the Cauchy problem (10) is given by

U(u) = EPx(tW (u)Φ). (18)
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where P x is the probability law of W starting at x ∈ X−p.

Proof. To check that U(u) = EPx(tW (u)Φ) is the solution of the Cauchy

problem (10), it suffices to show that its Laplace transform LU(u) satisfies

the Cauchy problem (11). It follows from Itô’s formula, with ξ ∈ N , that

〈〈tW (u)Φ, eξ〉〉 = 〈〈tW (0)Φ, eξ〉〉 −
∫ u

0

〈〈D(tW (v)Φ), eξ〉〉dW (v)

+
1

2

∫ u

0

tr[〈〈D2(tW (v)Φ), eξ〉〉K]dv.

Taking expectation and using the fact that
(∫ u

0
〈〈D(tW (v)Φ), eξ〉〉dW (v)

)
is

a L2(P )-bounded martingale yields

EPx〈〈tW (u)Φ, eξ〉〉 = EPx〈〈tW (0)Φ, eξ〉〉+
1

2

∫ u

0

EPxtr[〈〈D2(tW (v)Φ), eξ〉〉K]dv.

= EPx〈〈tW (0)Φ, eξ〉〉+
1

2

∫ u

0

EPx∆∗
K(tW (v)Φ)(ξ)dv.

Using the definition of Laplace transform (7), the last equation can be

written as

LU(u)(ξ) = LU(0)(ξ) +
1

2

∫ u

0

L∆∗
KU(v)(ξ)dv

or making use of the explicit form (9) as

LU(u)(ξ) = LU(0)(ξ) +
1

2

∫ u

0

LU(v)(ξ)〈Kξ, ξ〉dv

which implies that LU(u)(ξ) solves the Cauchy problem (11).
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Casilla 306, Santiago 22, Chile

E-mail: rrebolle@uc.cl

A definition of entropy production for quantum Markov semigroups is pro-

posed, based on the classical probabilistic concept, and illustrated by an ex-

ample.

Keywords: quantum Markov semigroup; entropy production; detailed balance;

local reversibility.

1. Introduction

This paper starts an investigation on the Markovian approach to non equi-

librium quantum dynamics, a terrain which includes the analysis of a num-
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ber of different concepts like entropy production, irreversibility, KMS states

and detailed balance conditions among others.

The analysis of entropy production appears in the celebrated 1931 paper

of Onsager23 on reciprocal relations in irreversible processes, who quotes

himself Boltzmann and Thomson, among the founders of Thermodynamics

and the Kinetic Theory of gases, to defend the principle of local reversibility

which should be the cornerstone of the so called reciprocal relations: while

the convergence towards the equilibrium is irreversible, at a microscopic

level each particle could reveal a reversible dynamics.

Since then, the subject has been explored in several different frame-

works by a number of authors. Jaksic and Pillet12 propose a definition of

quantum entropy production in the framework of algebraic quantum sta-

tistical mechanics, and prove the Onsager reciprocity relations for heat and

charge fluxes for locally interacting open fermionic systems in Ref. 13. They

continue their analysis of the linear response theory in Ref. 11. In Ref. 7,

Esposito investigates on the fluctuation of entropy in driven open systems,

Breuer10 computes the entropy production for quantum jumps models; sim-

ilarly, in a series of papers C. Maes and collaborators address a list of exam-

ples on the computation of the entropy production (see Refs. 6,15,16,18–21).

In Ref. 26 Prez Madrid writes on the quantum theory of irreversibility

based on a generalization of the Gibbs-von Neumann entropy inspired in the

Bogolyubov-Born-Green-Kirkwood-Yvon hierarchy. Finally Zia (cf. Ref. 29)

stresses the importance of the concept of probability current as the prin-

cipal characteristics in the statistical mechanics of non-equilibrium steady

states. The above list of references does not pretend to be exhaustive but

illustrates the main theoretical features involved in the concept of entropy

production.

A common idea in a number of the above quoted papers, based on ax-

iomatic or phenomenological approaches, is that non-equilibrium states are

characterized by non-zero entropy production. Moreover, when the evolu-

tion is given by a Markov process, equilibrium states are characterized by

the detailed balance condition (see Ref. 2).

In our approach these are the two main inspirations. That is, we start

discussing the entropy production for a classical Markov process (see for

instance14). In addition we extract the main concepts of detailed balance

condition from Ref. 9 and references therein. After that, we go through

the extension of entropy production to the quantum framework, where the

dynamics is given by a Quantum Markov Semigroup (QMS). So that we

propose a new genuinely non-commutative notion of entropy production.
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2. Detailed balance and entropy production

2.1. The commutative detailed balance condition

Let (E, E , µ) be a measure space, where µ is a σ-finite measure and

A = L∞(E, E , µ). Consider an E-valued Markov process (Xt)t∈R+ with

(Tt)t∈R+ as associated semigroup defined on A. We suppose that there is a

transition density function pt(x, y) such that Ttf(x) =
∫
E
pt(x, y)f(y)µ(dy),

for any f ∈ A, x ∈ E. Moreover, we suppose that there exists an invariant

probability measure with a density π(x) > 0 for all x ∈ E.

The process (or the semigroup) is called reversible if the classical detailed

balance condition holds

π(x)pt(x, y) = π(y)pt(y, x), (1)

for all t, x, y ∈ E.

Under this condition it follows that for any two f, g ∈ A one obtains:
∫

E

πgTtfdµ =

∫

E×E

µ(dx)µ(dy)g(x)π(x)pt(x, y)f(y)

=

∫

E×E

µ(dx)µ(dy)g(x)π(y)pt(y, x)f(y)

=

∫

E

πTtgfdµ.

That is, the semigroup is self-adjoint in the L2 space of the invariant mea-

sure πdµ. Conversely, if the semigroup is self-adjoint in the above L2 space,

equation (1) follows.

We recall the construction of the time reverted process as follows. Fix

t > 0 and consider any sequence of ordered times 0 = t0 < t1 < . . . < tn = t.

The Markov property entails

Ex[f0(Xt0) · · · fn(Xtn)] = Tt0 (f0Tt1−t0 (f1 . . .)) (x). (2)

The t-time-reversed process
←−
X t satisfies:

Ex

[
f0

(←−
X t

t0

)
. . . fn

(←−
X t

tn

)]
= Ex[f0(Xt−tn) . . . fn(Xt−t0)] (3)

= Tt−tn

(
f0Ttn−tn−1

(
f1Ttn−1−tn−2

. . .
))

(x).

Given any invariant density probability measure π the processes X and←−
X t become stationary and time homogeneous. For any finite partition 0 ≤
t1 < t2 < . . . < tn = t they determine probability densities on the algebra
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An+1 as follows:

−→
P π,t(f0 ⊗ . . .⊗ fn) =∫

E

π(x0)pt1(x0, x1) . . . pt−tn−1(xn−1, xn)f0(x0) . . . fn(xn)µ(dx0) . . . µ(dxn).

←−
P π,t(f0 ⊗ . . .⊗ fn) =∫

E

π(xn)pt−tn−1(xn, xn−1) . . . pt1(x1, x0)f0(xn) . . . fn(x0)µ(dx0) . . . µ(dxn).

These probabilities can be extended to the whole cylindrical σ–algebra

through Kolmogorov’s Theorem and we denote them as
−→
P π(·),

←−
P π(·) re-

spectively.

2.2. Entropy production for classical Markov processes

Lemma 2.1. Suppose that π is a stationary density and let r, t > 0. Then

−→
P π

(
log

π(X0)pr(X0, Xr)pt(Xr, Xt+r)

π(Xt+r)pt(Xt+r, Xr)pr(Xr, X0)

)
=

−→
P π

(
log

π(X0)pr(X0, Xr)

π(Xr)pr(Xr, X0)

)
+
−→
P π

(
log

π(Xr)pt(Xr, Xt+r)

π(Xt+r)pt(Xt+r, Xr)

)

Proof. Use the fact that under the stationary density π, the couples

(X0, Xr) and (Xr, Xt+r) have the same distribution, thus the decompo-

sition

−→
P π

(
log

π(X0)pr(X0, Xr)pt(Xr, Xt+r)

π(Xt+r)pt(Xt+r, Xr)pr(Xr, X0)

)
=

−→
P π

(
log

π(X0)pr(X0, Xr)

π(Xr)pr(Xr, X0)
+ log

π(Xr)pt(Xr, Xt+r)

π(Xt+r)pt(Xt+r, Xr)

)
,

yields the result.

In particular, the previous lemma shows that the relative entropy be-

tween the laws
−→
P π,t(·) and

←−
P π(·), depends only on t. We stress this fact in

the following notation:

S(
−→
P π,t,

←−
P π,t) =

−→
P π,t

(
log

(
d
−→
P π,t

d
←−
P π,t

))
. (4)
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And moreover, given r, t > 0, we have

S
(−→
P π,t+r,

←−
P π,t+r

)
= S

(−→
P π,t,

←−
P π,t

)
+ S

(−→
P π,r,

←−
P π,r

)
(5)

In the sequel, we suppose that for all t > 0, the above relative en-

tropy is finite. So that for each t > 0 and n ∈ N, S
(−→
P π,t,

←−
P π,t

)
=

nS
(−→
P π,t/n,

←−
P π,t/n

)
is bounded and letting n → ∞ this shows that

S
(−→
P π,t/n,

←−
P π,t/n

)
→ 0, so that t 7→ S

(−→
P π,t,

←−
P π,t

)
is continuous at 0.

As a result, (5) implies that

S
(−→
P π,t,

←−
P π,t

)
= Const.t.

Definition 2.1. The entropy production of the initial density π is given by

the constant

ep(π) =
d

dt
S
(−→
P π,t,

←−
P π,t

) ∣∣∣
t=0

.

As a matter of fact, one notices that the entropy production does not

depend on the whole family of finite-dimensional distributions but only on

joint distributions of pairs (X0, Xt) and (
←−
X t

0,
−→
X t

t).

2.3. The quantum detailed balance condition

Various concepts of Quantum Detailed Balance condition are found in

the literature. Let L denote the generator of a norm-continuous quantum

Markov semigroup T and L̃ the adjoint of L defined by tr
(
ρL̃(x)y

)
=

tr (ρxL(y)). Probably the best known quantum detailed balance condition

is due to Alicki (see for instance Refs. 5, 4) and Kossakowski, Frigerio and

Verri.2 Namely, the detailed balance condition in the sense of AFGKV is

satisfied if there exists a bounded self-adjoint operator K ∈ B(h) such that

L(a)− L̃(a) = 2i[K, a], (6)

for all a ∈ B(h).
Other properties under the same name of “detailed balance” can also

be found in the literature, for instance that of Agarwal1 , Majewski,22

Talkner28 involving a notion of time reversal.

Here we adopt a definition detailed balance which is more natural as it

is explained in Ref. 9.
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Definition 2.2. We say that L satisfies the Standard Quantum Detailed

Balance (SQDB-θ) condition with respect to ρ and an antiunitary operator

θ on B(h) if

tr
(
ρ1/2θa∗θρ1/2Tt(b)

)
= tr

(
ρ1/2θTt(a∗)θρ1/2b

)
, (7)

for all a, b ∈ B(h).

This condition is equivalent to

tr
(
ρ1/2θa∗θρ1/2L(b)

)
= tr

(
ρ1/2θL(a∗)θρ1/2b

)
, (8)

for all a, b ∈ B(h).
Throughout this paper θ will always denote an antiunitary operator.

The typical example of such a θ is the conjugation with respect to a given

orthonormal basis of the Hilbert space.

We recall that for a norm continuous semigroup T the above generator

L can be represented in the Lindblad form:

L(a) = i[H, a] +
1

2

∑

ℓ

(L∗
ℓLℓa− 2L∗

ℓaLℓ + aL∗
ℓLℓ). (9)

It can be shown (see for instance Ref. 25, Thm.30.16) that the operators

Lℓ can be chosen such that

(1) tr(ρLℓ) = 0 for all ℓ.

(2)
∑

ℓ L
∗
ℓLℓ strongly converges.

(3) If
∑

ℓ |cℓ|2 < ∞ and c0 +
∑

ℓ≥1 cℓLℓ = 0, then cℓ = 0 for all ℓ.

In Ref. 9 Thm. 21, it is proved that a QMS satisfies the SQDB-θ if and

only if a representation of the generator can be chosen like the above and

the following conditions are satisfied

(a) ρ1/2θG∗θ = Gρ1/2,

(b) ρ1/2θL∗
ℓθ =

∑
j uℓjLjρ

1/2, where (uℓj) is a unitary self-adjoint opera-

tor.

The close connection between the Quantum Detailed Balance (QDB)

for quantum Markov semigroups obtained via a weak coupling limit and

the KMS condition for the associated reservoirs was clarified in Ref. 2.



From Classical to Quantum Entropy Production 251

3. Forward and backward two point states

To start the quantum setup for the entropy production, we consider the von

Neumann algebra B(h) of all linear bounded operators on a given complex

separable Hilbert space h.

To rephrase the analysis of the classical case we need to consider the

product algebra B(h)⊗B(h) (initial and final steps in two-point evolution)

and two normalised linear functionals
−→
Ω t(a⊗ b),

←−
Ω t(a⊗ b). Suppose that

we have a semi-finite trace tr(·) defined on B(h), so that any normal state

is determined by a density ρ. Suppose that ρ is T –invariant.

At time 0, the classical state on the product algebra given by

−→
P π(f ⊗ g) =

∫
µ(dx)π(x)f(x)g(x),

is obviously positive while naive quantizations of the above are not, as it is

shown in the following example.

Example. Let ω be a state on Md(C) (identified with its density) and let

Ω be the linear functional on Md(C)⊗Md(C):

Ω(a⊗ b) = tr
(
ω1/2aω1/2b

)

where tr(·) denotes the usual trace on Md(C)

tr(x) =
d∑

j=1

〈ej , xej〉

( (ej)1≤j≤d o.n. basis of Cd).

Let F be the unitary flip on Cd ⊗ Cd defined by

Fu⊗ v = v ⊗ u

and let Tr(·) be the usual trace on Md(C)⊗Md(C)

Tr(a⊗ b) =
d∑

j,k=1

〈ej ⊗ ek, (a⊗ b) ej ⊗ ek〉 = tr(a)tr(b).

Notice that Tr(F (a⊗ b)) = Tr((a⊗ b)F ) = tr(ab). Indeed

Tr(F (a⊗ b)) =
d∑

j,k=1

〈ek ⊗ ej , (a⊗ b) ej ⊗ ek〉

=
d∑

j,k=1

akj b
j
k = tr(ab)
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Proposition 3.1. The density of the functional Ω is

F (ω1/2 ⊗ ω1/2) = (ω1/2 ⊗ ω1/2)F.

Proof. Indeed, by the previous formula

Ω(a⊗ b) = tr
(
(ω1/2a)(ω1/2b)

)

= Tr
(
F (ω1/2a⊗ ω1/2b)

)

= Tr
(
F (ω1/2 ⊗ ω1/2)(a⊗ b)

)
.

Clearly F commutes with (ω1/2 ⊗ ω1/2).

Unfortunately, since F is not positive (F (e1 ⊗ e2 − e2 ⊗ e1) = −(e1 ⊗
e2 − e2 ⊗ e1)), one obtains that the density has a non trivial negative part.

So that Ω is not a state. Similarly, it is easy to see that other choices like

Ω(a⊗ b) = tr(ρsabρ1−s), where 0 ≤ s ≤ 1, do not work either.

Let us return to our previous general framework.

Definition 3.1. We associate with ρ a state
−→
Ω on the tensor product

B(h) ⊗ B(h) as follows. First, denote (en)n∈N an orthonormal basis of h

which gives a diagonal representation of ρ and call |r〉 = ∑
k ρ

1/2
k θek⊗ek ∈

h⊗ h; D = |r〉〈r|. Now define

−→
Ω t(a⊗ b) = tr

(
ρ1/2θaθρ1/2Ttb

)
, (10)

for any two observables a, b ∈ B(h). This will be called the forward two

point state.

And the backward two point state is given by

←−
Ω t(a⊗ b) = tr

(
ρ1/2θTtaθρ1/2b

)
(11)

It is worth noticing that the density of Ω0 =
−→
Ω 0 =

←−
Ω 0 is the operator

D defined before.
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Proposition 3.2. The densities of
−→
Ω t and

←−
Ω t are respectively

−→
D t = (1⊗ T∗t) (D)

←−
D t = (T∗t ⊗ 1) (D).

Proof. Let a, b ∈ B(h), then
−→
Ω t(a⊗ b) = Ω0(a⊗ Tt(b))

= Tr(D(1⊗ Tt)(a⊗ b))

= Tr((1⊗ T∗t)(D)(a⊗ b))

Similarly,

←−
Ω t(a⊗ b) = Ω0(Tt(a)⊗ b)

= Tr(D(Tt ⊗ 1)(a⊗ b))

= tr((T∗t ⊗ 1)(D)(a⊗ b))

4. Entropy production for a QMS

Definition 4.1. The relative entropy of
−→
Ω t with respect to

−→
Ω t is given by

S(
−→
Ω t,

←−
Ω t) =

−→
Ω t(log

−→
D t − log

←−
D t) = Tr

(−→
D t(log

−→
D t − log

←−
D t)

)
,

if the support of
−→
D t is included in that of

←−
D t and it is ∞ otherwise.

The entropy production of the density matrix ρ is defined as

ep(ρ) = lim sup
t→0+

S(
−→
Ω t,

←−
Ω t)

t
(12)

Remark 4.1. Notice that ep(ρ) is non-negative since S(
−→
Ω t,

←−
Ω t) ≥ 0 for

all t ≥ 0, and S(Ω0,Ω0) = 0. Moreover, if the limit exists it coincides with

ep(ρ) =
d

dt
S(

−→
Ω t,

←−
Ω t)|t=0. (13)
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Theorem 4.1 (Petz,Uhlman). Assume that each normal state Ωk has a

density matrix Dk ∈ J1(h⊗ h), (k = 1, 2). If Φ : B(h)⊗ B(h) → B(h) is a

completely positive map which preserves the unit, then

S(Ω1 ◦ Φ,Ω ◦ Φ) ≤ S(Ω1,Ω2). (14)

From now on we restrict ourselves to norm-continuous QMS to avoid

technicalities.

Lemma 4.1. With the previous notations and assumptions, the following

propositions are equivalent:

(a)
−→
Ω t =

←−
Ω t, for all t ≥ 0.

(b) d
dt

−→
D t|t=0 = (1⊗ L∗)(D) = d

dt

←−
D t|t=0 = (L∗ ⊗ 1)(D).

Proof. Suppose that (a) holds to obtain (b) it suffices to take derivatives

in both sides of the equality evaluated at time t = 0.

Conversely, if (b) holds, this means that (1 ⊗ L∗)(D) = (L∗ ⊗ 1)(D).

Since 1⊗ L∗ and L∗ ⊗ 1 commute, we obtain:

(1⊗ L∗)
2(D) = (1⊗ L∗)(L∗ ⊗ 1)(D)

= (L∗ ⊗ 1)(1⊗ L∗)(D)

= (L∗ ⊗ 1)2(D).

Thus, by induction it follows that (1 ⊗ L∗)n(D) = (L∗ ⊗ 1)n(D), for all

n ∈ N. So that

−→
D t =

∑

n≥0

tn

n!
(1⊗ L∗)

n(D) =
∑

n≥0

tn

n!
(L∗ ⊗ 1)n(D) =

←−
D t,

for all t ≥ 0.

Theorem 4.2. A quantum Markov semigroup has zero entropy production

if and only if S(
−→
Ω t,

←−
Ω t) = 0 for all t ≥ 0. In particular it has zero entropy

production if and only if it satisfies the detailed balance condition.
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Proof. Let ϕ be any faithful normal state and Π any one-dimensional

projection on h⊗ h such that 1 > Tr(ΠD) > 0. We associate a conditional

expectation Eϕx given by:

E
ϕ(x) = ΠxΠ+

ϕ
(
Π⊥xΠ⊥)

ϕ(Π⊥)
Π⊥, (15)

for any x ∈ B(h) ⊗ B(h). Eϕ is by construction an identity preserving

completely positive map. So that, due to the monotonicity property of the

relative von Neumann entropy ( Thm. 4.1) we obtain

0 ≤ S(
−→
Ω t ◦ Eϕ,

←−
Ω t ◦ Eϕ) ≤ S(

−→
Ω t,

←−
Ω t).

So that the hypothesis implies that limt→0
1
tS(

−→
Ω t◦Eϕ,

←−
Ω t◦Eϕ) = 0. The

density of the state
−→
Ω t ◦Eϕ (respectively

←−
Ω t ◦Eϕ) is represented by

−→
λ tΠ+

(1 − −→
λ t)Π

⊥ (respectively
←−
λ tΠ + (1 −←−

λ t)Π
⊥) and t 7→ −→

λ t = Tr
(
Π
−→
D t

)
,

t 7→ ←−
λ t = Tr

(
Π
←−
D t

)
are differentiable. Since the above densities commute,

the relative entropy is easily obtained as

−→
λ t log

−→
λ t
←−
λ t

+ (1−−→
λ t) log

1−−→
λ t

1−←−
λ t

(16)

To compute the derivative in t = 0, choose Π such that 0 < λ0 < 1 and

notice that an elementary Taylor expansion yields

log

−→
λ t
←−
λ t

≈ t

−→
λ ′

0 −
←−
λ ′

0

λ0
+ o(t)

log
1−−→

λ t

1−←−
λ t

≈ −t

−→
λ ′

0 −
←−
λ ′

0

1− λ0
+ o(t).

So that the expansion of (16) is

1

t

(
(λ0 + o(1))t

−→
λ ′

0 −
←−
λ ′

0

λ0
− (1− λ0 + o(1))t

−→
λ ′

0 −
←−
λ ′

0

1− λ0

)

= (2λ0 − 1)(
−→
λ ′

0 −
←−
λ ′

0) + o(1).

If λ0 = Tr(ΠD) 6= 1/2, and the entropy production is zero, it follows that−→
λ ′

0 −
←−
λ ′

0 or equivalently,

Tr(Π(L∗ ⊗ 1)(D)) = Tr(Π(1⊗ L∗)(D)).

By a trivial density argument on one-dimensional projections Π the

above equality holds for any one-dimensional projection and therefore (L∗⊗
1)(D) = (1⊗ L∗)(D), for all t ≥ 0.
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5. An example of a quantum 3-level system

Consider the QMS on B(C3) generated by

L(a) = αS∗aS + (1− α)SaS∗ − a

where S is the unitary right shift defined on the orthonormal basis (ej)0≤j≤2

of C3 by Sej = ej+1 (the sum must be understood mod 3) and α ∈]0, 1[.
This QMS may arise in the stochastic (weak coupling) limit of a three-

level system dipole-type interacting with two reservoirs under the gener-

alised rotating wave approximation.

The structure of this QMS is clear:

(1) ρ = 1/3 is a faithful invariant state,

(2) the quantum detailed balance condition is satisfied if and only if α =

1/2 (in this case it is trace-symmetric).

A complete study of the qualitative behavior of this evolution can be done

by applying our methods as in Ref. 8.

In view of these properties it is a good candidate for exhibiting a non-

zero entropy production.

We start by computing explicitly the density
−→
D t (resp.

←−
D t) of

−→
Ω t,

←−
Ω t.

Recalling that
−→
D t =

∑

jk

Ek
j ⊗ T∗t(Ek

j )

←−
D t =

∑

jk

T∗t(Ek
j )⊗ Ek

j

it is clear that we must compute explicitly the action of T∗t on the Ek
j =

|ej〉〈ek|. Differentiating (sums on j, k are mod 3)

d

dt
T∗t(Ek

j ) = T∗t
(
L∗

(
Ek

j

))

= αT∗t
(
Ek+1

j+1

)
− T∗t

(
Ek

j

)
+ (1− α)T∗t

(
Ek−1

j−1

)

This system can be solved exponentiating the 3× 3 matrix

A =




−1 α 1− α

1− α −1 α

α 1− α −1


 .

The explicit computation yields

etA =



ϕ0(t) ϕ1(t) ϕ2(t)

ϕ2(t) ϕ0(t) ϕ1(t)

ϕ1(t) ϕ2(t) ϕ0(t)



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where,

ϕk(t) =
1

3

[
1 + 2e−3t/2 cos

(
γt− 2kπ

3

)]
,

with γ :=
√
3(2α− 1)/2, k = 0, 1, 2. Therefore

T∗t
(
Ek

j

)
= ϕ0(t)E

k
j + ϕ1(t)E

k+1
j+1 + ϕ2(t)E

k−1
j−1 .

and
−→
D t =

∑

jk

ϕ0(t)E
k
j ⊗ Ek

j + ϕ1(t)E
k
j ⊗ Ek+1

j+1 + ϕ2(t)E
k
j ⊗ Ek−1

j−1

←−
D t =

∑

jk

ϕ0(t)E
k
j ⊗ Ek

j + ϕ1(t)E
k+1
j+1 ⊗ Ek

j + ϕ2(t)E
k−1
j−1 ⊗ Ek

j

The inspection at
−→
D t and

←−
D t reveals their spectral structure. Putting

u0 =
1√
3

∑

j

ej ⊗ ej , u1 =
1√
3

∑

j

ej ⊗ ej+1, u2 =
1√
3

∑

j

ej ⊗ ej−1,

we find the spectral representations:
−→
D t = ϕ0(t)|u0〉〈u0|+ ϕ1(t)|u1〉〈u1|+ ϕ2(t)|u2〉〈u2|,
←−
D t = ϕ0(t)|u0〉〈u0|+ ϕ2(t)|u1〉〈u1|+ ϕ1(t)|u2〉〈u2|.

The above eigenvalues are obviously non negative for t ≥ 0 and the

relative entropy is

Tr
(−→
D t

(
log

(−→
D t

)
− log

(←−
D t

)))
= ϕ0(t) log

(
ϕ0(t)

ϕ0(t)

)

+ (ϕ1(t)− ϕ2(t)) log

(
ϕ1(t)

ϕ2(t)

)

The first term vanishes and a Taylor expansion gives for t → 0+,

1 + 2e−
3t
2 cos(γt− 2π

3 )

3
= t

(
− cos(2π/3)− 2γ

3
sin(2π/3)

)
+ o(t)

= t

(
1

2
− γ

√
3

3

)
+ o(t)

= (1− α)t+ o(t)

1 + 2e−
3t
2 cos(γt− 4π

3 )

3
= t

(
− cos(4π/3)− 2γ

3
sin(4π/3)

)
+ o(t)

= t

(
1

2
+

γ
√
3

3

)
+ o(t)

= αt+ o(t)
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It follows that

lim
t→0+

ϕ1(t)

ϕ2(t)
=

1− α

α
, lim

t→0+

ϕ1(t)− ϕ2(t)

t
= 2α− 1,

and

lim
t→0+

Tr
(−→
D t

(
log

(−→
D t

)
− log

(←−
D t

)))

t
= (2α− 1) log

(
α

1− α

)
.

Therefore, the entropy production is non zero if α 6= 1/2 since a “cur-

rent” remains in the sense of S (“raising”) or S∗ (“lowering”). Notice that

this entropy production coincides with the classical one, when the QMS is

restricted to the commutative subalgebra of diagonal matrices.

6. Conclusions and outlook

Within this paper, we just gave the flavor of our approach to entropy pro-

duction based on the classical stochastic one. We do not look at the open

quantum system interacting with any reservoir.

One of the key features has been the understanding of the so called “Two

point states” and the role they play in distinguishing between forward and

backward dynamics. Another key has been the general approach to the

Quantum Detailed Balance Condition studied by Fagnola and Umanità.9

Moreover, the explicit computation of densities for the above states has

lead to the appropriate statement of zero entropy production for a given

Quantum Markov Semigroup.

In a forthcoming paper, the explicit expression of the entropy production

is given, under suitable hypotheses, as follows:

ep(ρ) =
1

2
Tr

(
D⊥(

−→
D ′

0 −
←−
D ′

0)D
⊥
(
log(D⊥−→D ′

0D
⊥)− log(D⊥←−D0D

⊥)
))

,

where the prime denotes a derivative. Indeed this expression involves

only the completely positive part of L because one of the hypotheses is

ρ1/2θG∗θ = Gρ1/2.

Also, additional examples with physical relevance will be published else-

where, in particular, a class of quantum interacting particle systems of

exclusion type (see Refs. 27, 3, 24), where it will be shown that the condi-

tions of reversibility for the classical exclusion process coincide with those

obtained from our approach.



From Classical to Quantum Entropy Production 259

Acknowledgments

The authors kindly acknowledge support of PBCT-ADI 13 grant “Pro-

grama Bicentenario de Ciencia y Tecnoloǵıa”, Chile. F. F. thanks also the
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representation the exponential vectors exist for all test functions bounded by

1
2
.

1. Introduction

Modulo minor variations in the choice of the test function space, the square

of white noise (SWN) algebra has been introduced by Accardi, Lu and

Volovich3 as follows. Let L = L2(Rd)∩L∞(Rd) and c > 0 a constant. Then

the SWN algebra A over L is the unital ∗algebra generated by symbols

Bf , Nf (f ∈ L) and the commutation relations

[Bf , B
∗
g ] = 2c〈f, g〉+ 4Nfg, [Nf , B

∗
g ] = 2B∗

fg,

(f, g ∈ L) and all other commutators 0. Note that by the first relation,

N∗
f = Nf .

A Fock representation of A is a representation (∗, of course) π of

A on a pre-Hilbert space H with a unit vector Φ ∈ H, fulfilling AΦ = H

and π(Bf )Φ = π(Nf )Φ = 0 for all f ∈ L. From the commutation relations

it follows that a Fock representation is unique up to unitary equivalence.

Existence of a Fock representation has been established by different proofs

in2–4,8 for d = 1. They extend easily to general d ∈ N. Henceforth, we speak

about the Fock representation. The Fock representation would be faithful,

if we require also that the Nf depend linearly on f . By abuse of notation,

we identify A with its image π(A) omitting, henceforth, π.

The exponential vector ψ(f) to an element f ∈ L is defined as

ψ(f) :=
∞∑

m=0

B∗
f
mΦ

m!

whenever the series exists. In Accardi and Skeide5 is has been shown for

d = 1 that ψ(σI[0,t]) exists for |σ| < 1
2 and that 〈ψ(σI[0,t]), ψ(ρI[0,t])〉 =

e−
ct
2 ln(1−4σρ). As noted in Ref. 5, this extends to arbitrary step functions

f, g on R with ‖f‖∞ < 1
2 , with inner producta

〈ψ(f), ψ(g)〉 = e−
c
2

∫
ln(1−4f(t)g(t)) dt. (1)

aThe correlation kernel on the right-hand side coincides, modulo scaling, with the cor-

relation kernel in Boukas’ representation6 of Feinsilver’s finite difference algebra.7 In

Ref. 5, this observation gave rise to the discovery of an intimate relation between the

SWN algebra and the finite difference algebra.
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Our scope is to extend the set of exponential vectors and the formula

in (1) for their inner product to test functions f ∈ L with ‖f‖∞ < 1
2 .

In the “29th Quantum Probability Conference” in October 2008 in Ham-

mamet, Tunisia, Dhahri explained that the extension can be done for ex-

ponential vectors to all elements f in L with ‖f‖∞ < 1
2 . This a part of

the work Accardi and Dhahri1 (in preparation) on the second quantization

functor for the square of white noise. Here we give a simple proof of this

partial result.

2. The result

Theorem 2.1. The exponential vector ψ(f) exists for every f ∈ L with

‖f‖∞ < 1
2 and the inner product of two such exponential vectors is given

by (1).

Proof. (i) We show that the right-hand side of (1) exists. Indeed, by Taylor

expansion we have | ln(1 + x)| ≤ Mδ|x| for |x| ≤ 1 − δ for every δ ∈ (0, 1),

where Mδ may depend on δ but not on x. Choose δ = 1 − 4‖f‖∞‖g‖∞ ∈
(0, 1). Then

| ln(1− 4f(t)g(t))| ≤ Mδ|4f(t)g(t)|.

Since |f(t)g(t)| is integrable, so is ln(1− 4f(t)g(t)).

(ii) The function x 7→ lnx is increasing on the whole half line (0,∞). It

follows that also the function x 7→ − ln(1− x) is increasing on (−1, 1). We

conclude that 1
2 > |f | ≥ |g| implies − ln(1 − 4|f(t)|2) ≥ − ln(1 − 4|g(t)|2).

Choose for f an L2−approximating sequence of step functions (fn)n∈N in

such a way that |f | ≥ |fn| for all n ∈ N. By the dominated convergence

theorem, limn→∞ e−
c
2

∫
ln(1−4|fn(t)|2) dt = e−

c
2

∫
ln(1−4|f(t)|2) dt.

(iii) In precisely the same way as in Ref. 5, one shows that (1) is true for

all step functions strictly bounded by 1
2 . It follows that limn→∞ ‖ψ(fn)‖2 =

e−
c
2

∫
ln(1−4|f(t)|2) dt.

(iv) Since 〈B∗
f
mΦ, B∗

f
mΦ〉 is a polynomial (of degree m) in 〈f, f〉, it

depends continuously in L2-norm on f . So, for every M ∈ N there is an
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n ∈ N such that
〈

M∑

m=0

B∗
f
mΦ

m!
,

M∑

m=0

B∗
f
mΦ

m!

〉
≤

〈
M∑

m=0

B∗
fn

mΦ

m!
,

M∑

m=0

B∗
fn

mΦ

m!

〉
+ 1

≤
〈 ∞∑

m=0

B∗
fn

mΦ

m!
,

∞∑

m=0

B∗
fn

mΦ

m!

〉
+ 1

= ‖ψ(fn)‖2 + 1 ≤ e−
c
2

∫
ln(1−4|f(t)|2) dt + 1.

By the theorem on exchange of limits under domination, it follows that

lim
M→∞

〈
M∑

m=0

B∗
f
mΦ

m!
,

M∑

m=0

B∗
f
mΦ

m!

〉
= lim

M→∞
lim

n→∞

〈
M∑

m=0

B∗
fn

mΦ

m!
,

M∑

m=0

B∗
fn

mΦ

m!

〉

= lim
n→∞

lim
M→∞

〈
M∑

m=0

B∗
fn

mΦ

m!
,

M∑

m=0

B∗
fn

mΦ

m!

〉

= lim
n→∞

‖ψ(fn)‖2 = e−
c
2

∫
ln(1−4|f(t)|2) dt.

From this we conclude that ψ(f) exists and that

‖ψ(f)‖2 = e−
c
2

∫
ln(1−4|f(t)|2) dt.

(v) Doing the same sort of computation for the difference ψ(f)−ψ(fn),

it follows that limn→∞ ψ(fn) = ψ(f). Approximating also g by a sequence

of step functions gn with |g| ≥ |gn|, we find limn→∞ 〈ψ(fn), ψ(gn)〉 =

〈ψ(f), ψ(g)〉 (continuity of the inner product), and

lim
n→∞

e−
c
2

∫
ln(1−4fn(t)gn(t)) dt = e−

c
2

∫
ln(1−4f(t)g(t)) dt

(once more, by dominated convergence for |fngn| ≤ |fg| on the other side).

This shows (1) for all f, g as specified.
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Based on nuclear algebra of entire functions, we extend some results about

operator-parameter transforms involving the Fourier-Gauss and Fourier-Mehler

transforms. We investigate the solution of a initial-value problem associated to

infinitesimal generators of these transformations. In particular, by using convo-

lution product, we show to what extent regularity properties can be performed

on our setting.

Keywords: Convolution operator, Fourier-Gauss transform, Fourier-Mehler

transform, heat equation, K-Gross Laplacian.

1. Introduction

The Fourier transform plays a central role in the theory of distribution

on Euclidean spaces. Although Lebesgue measure does not exist in infinite

dimensional spaces, the Fourier transform can be introduced in the space

of generalized white noise functionals. The Fourier transform has many

properties similar to the finite dimensional case; e.g., the Fourier trans-

form carries coordinate differentiation into multiplication and vice versa.

It plays an essential role in the theory of differential equations in infinite

dimensional spaces. An important example of a partial differential equation

in the infinite dimensional space is the heat equation with Gross Laplacian

operator studied firstly by Gross.11

In a series of papers based on the white noise theory,17,18 Kuo formu-

lated the Fourier-Mehler transform as continuous linear operator acting on

the space of generalized white noise functionals; see also Ref. 19 and refer-

ences cited therein. Later on, Chung-Ji5 generalized this transformation as

a two parameters transform obtained from the adjoint of the Fourier-Gauss

transform studied firstly by Lee.20,21 Next, by using the symbol transform of

operator,23 Chung-Ji4 introduced two operator-parameter transforms GA,B

and FA,B acting on white noise functionals as a generalization of the scaler-

parameter transforms Gα,β and Fα,β studied in Ref. 5. Similarly, in Ref. 22

Luo-Yan introduced Gaussian kernel operators on white noise functional

spaces including second quantization, Fourier-Mehler transform, Scaling,

renormalization, etc.

In this paper we prove some basic results for the transformations GA,B
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and FA,B in white noise theory within the framework of nuclear algebras of

entire functions. The basic tools are the duality theorem for the Taylor series

map and characterization theorem for the Laplace transform. By using

convolution calculus, we investigate a generalized heat equation associated

to infinitesimal generators of our transformations.

The paper is organized as follows. In Section 2 we briefly recall well-

known results on nuclear algebras of entire holomorphic functions. In Sec-

tion 3, we give explicitly the Taylor expansions of the basic transformations,

and we show that GA,B (resp. FA,B) realizes a topological isomorphism from

Fθ(N
′) (resp. F∗

θ (N
′)) into itself. In Section 4, we investigate the solution of

a initial-value problem associated to the K-Gross Laplacian. In particular,

regularity properties and integral representation are in our consideration.

2. Preliminaries

In this Section we shall briefly recall some of the concepts, notations and

known results on nuclear algebras of entire functions.6,8,10,19,23 Let H be a

real separable (infinite dimensional) Hilbert space with inner product 〈·, ·〉
and norm | · |0. Let A ≥ 1 be a positive self-adjoint operator in H with

Hilbert-Schmidt inverse. Then there exist a sequence of positive numbers

1 < λ1 ≤ λ2 ≤ · · · and a complete orthonormal basis of H, {en}∞n=1 ⊆
Dom(A) such that

Aen = λnen ,
∞∑

n=1

λ−2
n =

∥∥A−1
∥∥2
HS

< ∞.

For every p ∈ R we define:

|ξ|2p :=
∞∑

n=1

〈ξ, en〉2λ2p
n = |Apξ|20 , ξ ∈ H.

The fact that, for λ > 1, the map p 7→ λp is increasing implies that:

(i) for p ≥ 0, the space Xp, of all ξ ∈ H with |ξ|p < ∞, is a Hilbert

space with norm | · |p and, if p ≤ q, then Xq ⊆ Xp;

(ii) denoting X−p the | · |−p-completion of H (p ≥ 0), if 0 ≤ p ≤ q, then

X−p ⊆ X−q.

This construction gives a decreasing chain of Hilbert spaces {Xp}p∈R

with natural continuous inclusions iq,p : Xq →֒ Xp (p ≤ q). Defining the
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countably Hilbert nuclear space (see e.g. Ref. 10):

X := projlim
p→∞

Xp
∼=

⋂

p≥0

Xp

the strong dual space X ′ of X is:

X ′ := indlim
p→∞

X−p
∼=

⋃

p≥0

X−p

and the triple

X ⊂ H ≡ H ′ ⊂ X ′ (1)

is called a real standard triple.23 The complexifications of Xp, X and H

respectively will be denoted

Np := Xp + iXp ; N := X + iX ; H := H + iH. (2)

Notice that {en}∞n=1 is also a complete orthonormal basis of H. Thus the

complexification of the standard triple (1) is:

N ⊂ H ⊂ N ′.

When dealing with complex Hilbert spaces, we will always assume that the

scalar product is linear in the second factor and the duality 〈N ′, N〉, also
denoted 〈·, ·〉, is defined so to be compatible with the inner product of H.

For n ∈ N we denote by N ⊗̂n the n-fold symmetric tensor product of N

equipped with the π-topology and by N ⊗̂n
p the n-fold symmetric Hilbertian

tensor product of Np. We will preserve the notation | · |p and | · |−p for the

norms on N ⊗̂n
p and N ⊗̂n

−p , respectively.

From Ref. 8 we recall the following background. Let θ be a Young func-

tion, i.e., it is a continuous, convex, and increasing function defined on R+

and satisfies the condition limx→∞ θ(x)/x = ∞. We define the conjugate

function θ∗ of θ by

θ∗(x) = sup
t≥0

(
tx− θ(t)

)
, x ≥ 0.

For a Young function θ, we denote by Fθ(N
′) the space of holomorphic

functions on N ′ with exponential growth of order θ and of minimal type.

Similarly, let Gθ(N) denote the space of holomorphic functions on N with

exponential growth of order θ and of arbitrary type. Moreover, for each

p ∈ Z and m > 0, define Exp(Np, θ,m) to be the space of entire functions

f on Np satisfying the condition:

‖f‖θ,p,m = sup
x∈Np

|f(x)|e−θ(m|x|p) < ∞.
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Then the spaces Fθ(N
′) and Gθ(N) can be represented as

Fθ(N
′) =

⋂

p∈N,m>0

Exp(N−p, θ,m),

Gθ(N) =
⋃

p∈N,m>0

Exp(Np, θ,m),

and are equipped with the projective limit topology and the inductive limit

topology, respectively. The space Fθ(N
′) is called the space of test func-

tions on N ′. Its topological dual space F∗
θ (N

′), equipped with the strong

topology, is called the space of distributions on N ′.
For p ∈ N and m > 0, we define the Hilbert spaces

Fθ,m(Np) =
{
~ϕ = (ϕn)

∞
n=0 ; ϕn ∈ N ⊗̂n

p ,
∞∑

n=0

θ−2
n m−n|ϕn|2p < ∞

}
,

Gθ,m(N−p) =
{
~Φ = (Φn)

∞
n=0 ; Φn ∈ N ⊗̂n

−p ,
∞∑

n=0

(n!θn)
2mn|Φn|2−p < ∞

}
,

where

θn = inf
r>0

eθ(r)/rn, 〉n ∈ N. (3)

Put

Fθ(N) =
⋂

p∈N,m>0

Fθ,m(Np),

Gθ(N
′) =

⋃

p∈N,m>0

Gθ,m(N−p).

The space Fθ(N) equipped with the projective limit topology is a nu-

clear Frechét space.8 The space Gθ(N
′) carries the dual topology of Fθ(N)

with respect to the C-bilinear pairing given by

〈〈~Φ, ~ϕ 〉〉 =
∞∑

n=0

n!〈Φn, ϕn〉, (4)

where ~Φ = (Φn)
∞
n=0 ∈ Gθ(N

′) and ~ϕ = (ϕn)
∞
n=0 ∈ Fθ(N).

It was proved in Ref. 8 that the Taylor map defined by

T : ϕ 7−→
( 1

n!
ϕ(n)(0)

)∞

n=0

is a topological isomorphism from Fθ(N
′) onto Fθ(N). The Taylor map T is

also a topological isomorphism from Gθ∗(N)) onto Gθ(N
′)). The action of
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a distribution Φ ∈ F∗
θ (N

′) on a test function ϕ ∈ Fθ(N
′) can be expressed

in terms of the Taylor map as follows:

〈〈Φ, ϕ〉〉 = 〈〈~Φ, ~ϕ 〉〉,

where ~Φ = (T ∗)−1Φ and ~ϕ = Tϕ.

For ~ϕ = (ϕn)n≥0 ∈ Fθ(N), ~Φ = (Φn)n≥0 ∈ Gθ(N
′), we write ϕ ∼

(ϕn)n≥0 and Φ ∼ (Φn)n≥0 for short. The following estimates are useful.

Lemma 2.1. (See Ref. 8)

(1) Let ϕ ∼ (ϕn)n≥0 in Fθ(N
′). Then, for any n ≥ 0, p ≥ 0 and m > 0,

there exist q > p such that

|ϕn|p ≤ enθnm
n‖iq,p‖nHS‖ϕ‖θ,q,m. (5)

(2) Let Φ ∼ (Φn)n≥0 in F∗
θ (N

′). Then, there exist p ≥ 0 and m > 0 such

that for any q > p we have

|Φn|−q ≤ enθ∗nm
n‖iq,p‖nHS‖LΦ‖θ∗,−p,m. (6)

It is easy to see that for each ξ ∈ N , the exponential function

eξ(z) = e〈z,ξ〉, z ∈ N ′,

is a test function in the space Fθ(N
′) for any Young function θ. Thus we

can define the Laplace transform of a distribution Φ ∈ F∗
θ (N

′) by

LΦ(ξ) = 〈〈Φ, eξ〉〉 , ξ ∈ N. (7)

From the paper,8 we have the duality theorem which says that the Laplace

transform is a topological isomorphism from F∗
θ (N

′) onto Gθ∗(N). More-

over, the following useful estimate holds.

Lemma 2.2. (See Ref. 8) Let Φ ∼ (Φn)n≥0 in F∗
θ (N

′). Then, there exist

p ≥ 0 and m > 0 such that for any q > p, m′ < m we have

‖L(Φ)‖θ∗,p,m ≤
{ ∞∑

n=0

(
e

m′√m
‖ip,q‖HS)

2n

}1/2 ∥∥∥~Φ
∥∥∥
θ,−q,m′

. (8)
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The Borel σ-algebra on X ′ will be denoted by B(X ′). It is well-known10

that B(X ′) coincides with the σ-algebra generated by the cylinder subsets

of X ′. Let µ be the standard Gaussian measure on (X ′,B(X ′)), i.e., its
characteristic function is given by

∫

X′
ei〈y,ξ〉 dµ(y) = e−|ξ|20/2, ξ ∈ X.

Suppose that the Young function θ satisfies

lim
r→+∞

θ(r)

r2
< +∞ (9)

then we obtain the nuclear Gel’fand triple8

Fθ(N
′) ⊂ L2(X ′,B(X ′), µ) ⊂ Fθ(N

′)∗.

We denote by τ(K) the corresponding distribution to K ∈ L(N,N ′)
under the canonical isomorphism L(N,N ′) ∼= (N ⊗N)′, i.e.

〈τ(K), ξ ⊗ η〉 = 〈Kξ, η〉, ξ, η ∈ N.

In particular, τ(I) is the usual trace τ . It can be easily shown that

τ(K) =
∞∑

j=0

(K∗ej)⊗ ej ,

where K∗ is the adjoint of K with respect to the dual pairing 〈N ′, N〉 and
the infinite sum is in the sense of the strong topology on (N ⊗N)′.

3. The operator-parameter GA,B− and FA,B−transforms

For locally convex spaces X and Y we denote by L(X,Y) the set of all

continuous linear operators from X into Y.

Definition 3.1. Let B, C ∈ L(N,N) and put A = C∗C. The

GA,B−transform is defined by

GA,Bϕ(y) =

∫

X′
ϕ(C∗x+B∗y)dµ(x) , y ∈ N ′, ϕ ∈ Fθ(N

′). (10)

Theorem 3.1. Let B, C ∈ L(N,N) and put A = C∗C, then GA,B is a

continuous linear operator from Fθ(N
′) into itself. More precisely, for any
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p ≥ 0, m > 0, we have

‖GA,Bϕ‖θ,−p,m′ ≤ Ip,m ‖ϕ‖θ,−p,m

where m′ = 2m‖B∗‖ and

Ip,m =

∫

X−p

eθ(2m‖C∗‖|x|−p)dµ(x) < +∞.

Proof. We know that, for any ϕ ∈ Fθ(N
′),

|GA,Bϕ(y)| ≤
∫

X′
|ϕ(C∗x+B∗y)| dµ(x)

≤ ‖ϕ‖θ,−p,m

∫

X′
eθ(m|C∗x+B∗y|−p)dµ(x).

Since θ is convexe, we have

θ(m|C∗x+B∗y|−p) ≤
1

2
θ(2m‖C∗‖|x|−p) +

1

2
θ(2m‖B∗‖|y|−p),

and therefore

|GA,Bϕ(y)| ≤ ‖ϕ‖θ,−p,m eθ(2m‖B∗‖|y|−p)

∫

X−p

eθ(2m‖C∗‖|x|−p)dµ(x). (11)

Recall that, for p > 1, (H,X−p) is an abstract Wiener space. Then, under

the condition limx→+∞ θ(x)/x2 < +∞, the measure µ satisfies Fernique

theorem, i.e., there exist some α > 0 such that
∫

X−p

eα|x|
2
−pdµ(x) < +∞. (12)

Hence, in view of (12), we obtain

|GA,Bϕ(y)| e−θ(2m‖B∗‖|y|−p) ≤ Ip,m ‖ϕ‖θ,−p,m

with

Ip,m =

∫

X−p

eθ(2m‖C∗‖|x|−p)dµ(x) < +∞.

This follows

‖GA,Bϕ‖θ,−p,m′ ≤ Ip,m ‖ϕ‖θ,−p,m

with m′ = 2m‖B∗‖.

Later on, we need the following Lemma for Taylor expansion.



Transforms Based on Nuclear Algebra of Entire Functions and Applications 275

Lemma 3.1. For any A ∈ L(N ′, N ′), B ∈ L(N ′, N ′) and n ≥ 0,

∫

X′
(Ax+By)⊗ndµ(x) =

[n/2]∑

l=0

n!

(n− 2l)! 2l l!
(τ(AA∗))⊗l⊗̂(By)⊗(n−2l).

Proof. Using the following equality

(Ax+By)⊗n =
n∑

k=0

(
n

k

)
(Ax)⊗k⊗̂(By)⊗(n−k),

for ξ ∈ N , we easily obtain

〈∫

X′
(Ax+By)⊗ndµ(x), ξ⊗n

〉

=
n∑

k=0

n!

(n− k)! k!

〈
(By)⊗(n−k), ξ⊗(n−k)

〉∫

X′

〈
x⊗k, (A∗ξ)⊗k

〉
dµ(x).

We recall the following identity for the Gaussian white noise measure, see

Ref. 23,

∫

X′

〈
x⊗k, (A∗ξ)⊗k

〉
dµ(x) =





(2l)!
2l l!

|A∗ξ|2l0 if k = 2l

0 if k = 2l + 1

from which we deduce

〈∫

X′
(Ax+By)⊗ndµ(x), ξ⊗n

〉

=

[n/2]∑

l=0

n!

(n− 2l)! 2l l!

〈
(By)⊗(n−2l), ξ⊗(n−2l)

〉
〈A∗ξ, A∗ξ〉l

=

[n/2]∑

l=0

n!

(n− 2l)! 2l l!

〈
(τ(AA∗))⊗l⊗̂(By)⊗(n−2l), ξ⊗n

〉

=

〈
[n/2]∑

l=0

n!

(n− 2l)! 2l l!
(τ(AA∗))⊗l⊗̂(By)⊗(n−2l), ξ⊗n

〉
.

The above equalities hold for all ξ⊗n with ξ ∈ N , thus the statement follows

by the polarization identity (see Refs. 19, 23).

Now we can use Lemma 3.1 to represent GA,B by Taylor expansion.
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Proposition 3.1. Let B,C ∈ L(N,N) and put A = C∗C, then for any

ϕ(y) =
∞∑

n=0

〈y⊗n, ϕn〉 ∈ Fθ(N
′), we have

GA,Bϕ(y) =
∞∑

n=0

〈y⊗n, gn〉,

where gn is given by

gn = (B)⊗n

( ∞∑

l=0

(n+ 2l)!

n! 2l l!
(τ(A))⊗l⊗̂2lϕn+2l

)
.

Proof. Consider ϕν =
ν∑

n=0

〈·⊗n, ϕn〉 as an approximating sequence of ϕ in

Fθ(N
′). Then for any p ∈ N and m > 0 there exist M ≥ 0 such that

|ϕν(z)| ≤ Meθ(m|z|−p). Hence, in view of (12), we can apply the Lebesgue

dominated convergence theorem to get

∫

X′
ϕ(C∗x+B∗y)dµ(x) =

∞∑

n=0

∫

X′
〈(C∗x+B∗y)⊗n, ϕn〉dµ(x).

Then by Lemma 3.1,

GA,Bϕ(y) =
∞∑

n=0

[n/2]∑

l=0

n!

(n− 2l)! 2l l!
〈(τ(A))⊗l⊗̂(B∗y)⊗(n−2l), ϕn〉.

By changing the order of summation (which can be justified easily), we get

GA,Bϕ(y) =
∞∑

l=0

∞∑

n=2l

n!

(n− 2l)! 2l l!
〈(τ(A))⊗l⊗̂(B∗y)⊗(n−2l), ϕn〉

=
∞∑

k,l=0

(k + 2l)!

k! 2l l!
〈(τ(A))⊗l⊗̂(B∗y)⊗k, ϕk+2l〉

=
∞∑

k=0

〈
y⊗k, B⊗k

( ∞∑

l=0

(k + 2l)!

k! 2l l!
(τ(A))⊗l⊗̂2lϕk+2l

)〉
.

This proves the desired statement.

The adjoint of the GA,B−transform with respect to the dual pairing

〈F∗
θ (N

′),Fθ(N
′)〉 is denoted by FA,B .
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Proposition 3.2. Let B,C ∈ L(N,N) and put C∗C = A. Then the FA,B−

transform is the unique operator in L(F∗
θ (N

′),F∗
θ (N

′)) such that for each

Φ ∈ F∗
θ (N

′), the Laplace transform of FA,BΦ is given by

L(FA,BΦ)(ξ) = LΦ(Bξ) exp
{ 〈Aξ, ξ〉

2

}
, ξ ∈ N.

Proof. Let Φ ∈ F∗
θ (N

′) and ξ ∈ N . By direct computation we easily verify

the identity

GA,Beξ = exp
{ 〈Aξ, ξ〉

2

}
eBξ.

Then one calculate

L(FA,BΦ)(ξ) = 〈〈FA,BΦ, eξ〉〉
= 〈〈Φ,GA,Beξ〉〉

= 〈〈Φ, eBξ〉〉 exp
{ 〈Aξ, ξ〉

2

}

= LΦ(Bξ) exp
{ 〈Aξ, ξ〉

2

}

which completes the proof.

The following result is refinement of a result by Chung-Ji.5

Proposition 3.3. Let A ∈ L(N,N ′), B ∈ L(N,N) and let Φ ∈ F∗
θ (N

′)

with chaos expansion (Φn)n≥0 ∈ Gθ(N
′). Then FA,BΦ is represented by

(Fn)n≥0 ∈ Gθ(N
′) where

Fn =

[n/2]∑

k=0

1

k! 2k
((B∗)⊗(n−2k)Φn−2k)⊗̂(τ(A))⊗k.
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Proof. Since L(Φ)(ξ) =
∞∑

n=0

〈Φn, ξ
⊗n〉, we have by Proposition 3.2

L(FA,BΦ)(ξ) = L(Φ)(Bξ) exp
{ 〈Aξ, ξ〉

2

}

=
∞∑

n=0

∞∑

m=0

1

m!2m
〈Φn, (Bξ)⊗n〉〈Aξ, ξ〉m

=
∞∑

n=0

∞∑

m=0

1

m! 2m
〈((B∗)⊗nΦn)⊗̂(τ(A))⊗m, ξ⊗(n+2m)〉

=
∞∑

n=0

[n/2]∑

m=0

1

m! 2m
〈((B∗)⊗(n−2m)Φn−2m)⊗̂(τ(A))⊗m, ξ⊗n〉.

Hence we obtain the result.

Theorem 3.2. FA,B is a continuous linear operator from F∗
θ (N

′) into

itself. More precisely, given Φ ∈ F∗
θ (N

′), p ≥ 0 and m > 0 such that

‖L(Φ)‖θ∗,p,m < +∞, there exist q > p, δ < m and m′ > 0 such that

∥∥∥−−−−→FA,BΦ
∥∥∥
θ,−q,m′

≤ C
∥∥∥~Φ

∥∥∥
θ,−q,δ

for some constant C > 0.

Proof. From (6), there exist p ≥ 0 and m > 0 such that for any q > p we

have

|Φn|−q ≤ enθ∗nm
n‖iq,p‖nHS‖LΦ‖θ∗,p,m.

Then, by using Proposition 3.3, we get

|Fn|2−q ≤ ([n/2] + 1)

[n/2]∑

k=0

(
1

k!2k

)2

‖B∗‖2n−4k |Φn−2k|2−q |τ(A)|2k−q

≤ 2n ‖L(Φ)‖2θ∗,p,m

[n/2]∑

k=0

(me‖B∗‖‖iq,p‖HS)
2n−4k

22k(k!)2
(θ∗n−2k)

2 |τ(A)|2k−q ,

where the obvious inequality [n/2]+1 ≤ 2n is used into account. Therefore,

for m′ > 0, one can estimate
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∥∥∥−−−−→FA,BΦ
∥∥∥
2

θ,−q,m′
=

∞∑

n=0

(n!θn)
2m′n |Fn|2−q

≤ ‖L(Φ)‖2θ∗,p,m

∞∑

n=0

[n/2]∑

k=0

(n!θn)
2(2m′)n

× (me‖B∗‖‖iq,p‖HS)
2n−4k

22k(k!)2
(θ∗n−2k)

2 |τ(A)|2k−q

= ‖L(Φ)‖2θ∗,p,m

∞∑

k=0

∞∑

n=2k

(n!θn)
2(2m′)n

× (me‖B∗‖‖iq,p‖HS)
2n−4k

22k(k!)2
(θ∗n−2k)

2 |τ(A)|2k−q

≤ ‖L(Φ)‖2θ∗,p,m

∞∑

j,k=0

(
(j + 2k)!θ∗j θj+2k

2kk!

)2

(2m′)j+2k

×(me‖B∗‖‖iq,p‖HS)
2j |τ(A)|2k−q .

On the other hand, there exist constants α > 0, ν > 0 such that

(j + 2k)! ≤ 2j+4k(k!)2j! , θj+2k ≤ α2j+2k
(νe
k

)k

θj .

Hence

∥∥∥−−−−→FA,BΦ
∥∥∥
2

θ,−q,m′
≤ ‖L(Φ)‖2θ∗,p,m

∞∑

k=0

α2(64m′νe|τ(A)|−q)
2k(

k!

kk
)2 (13)

×
∞∑

j=0

(32m′m2e2‖B∗‖2‖iq,p‖2HS)
j(j!θjθ

∗
j )

2. (14)

Then, if we choose m′ such that

max
(
64m′νe|τ(A)|−q, 32m

′m2e4‖B∗‖2‖iq,p‖2HS

)
< 1,

the series in (13) and (14) converge, respectively, to C1 > 0 and C1 > 0.

This follows
∥∥∥−−−−→FA,BΦ

∥∥∥
θ,−q,m′

≤
√

C1C2 ‖L(Φ)‖θ∗,p,m .

Finally, from (8), there exist δ < m such that

‖L(Φ)‖θ∗,p,m ≤ C3

∥∥∥~Φ
∥∥∥
θ,−q,δ

,
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where

C3 =

{ ∞∑

n=0

(
e

δ
√
m
‖iq,p‖HS

)2n
}1/2

.

Therefore, put C = C3

√
C1C2, we get

∥∥∥−−−−→FA,BΦ
∥∥∥
θ,−q,m′

≤ C
∥∥∥~Φ

∥∥∥
θ,−q,δ

which completes the proof.

Proposition 3.4. Let B, C1, C2, D ∈ L(N,N) and denote A1 = C∗
1C1,

A2 = C∗
2C2, hen

GA2,DGA1,B = GA1+B∗A2B,DB .

In particular, if B is invertible, then the operator GA,B is invertible and

G−1
A,B = G−(B∗)−1AB−1,B−1 .

Proof. For any ξ ∈ N , we have

GA2,D(GA1,Beξ) = eDBξ exp
{ 〈A2Bξ,Bξ〉+ 〈A1ξ, ξ〉

2

}

= eDBξ exp
{1

2
〈(A1 +B∗A2B)ξ, ξ〉

}

= GA1+B∗A2B,DBeξ.

In particular, if B is invertible, by using the identity G0,I = I, we find

G−1
A,B = G−(B∗)−1AB−1,B−1 .

By duality we have the following results, the proofs of which are imme-

diate.

Proposition 3.5. Let B, C1, C2, D ∈ L(N,N) and denote A1 = C∗
1C1,

A2 = C∗
2C2, then we have

FA2,DFA1,B = FA2+D∗A1D,BD.
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In particular, if B is invertible, then the operator FA,B is also invertible

and

F−1
A,B = F−(B−1)∗AB−1,B−1 .

Proposition 3.6. Let B,C ∈ L(N,N) such that B is invertible and put

C∗C = A. Then GA,B and FA,B realize two topological isomorphisms from

Fθ(N
′) into itself and F∗

θ (N
′) into itself, respectively.

In the following Section we will study the Cauchy problem associated

to the K-Gross Laplacian using convolution calculus. In particular, we shall

focus on some regularity properties of the solution.

4. Generalized Gross heat equation

In infinite dimensional complex analysis6 a convolution operator on the test

space Fθ(N
′) is a continuous linear operator from Fθ(N

′) into itself which

commutes with translation operator. Let x ∈ N ′, we define the translation

operator τ−x on Fθ(N
′) by

τ−xϕ(y) = ϕ(x+ y), y ∈ N ′, ϕ ∈ Fθ(N
′).

It is easy to see that τ−x is a continuous linear operator from Fθ(N
′) into

itself. Now, we define the convolution product of a distribution Φ ∈ F∗
θ (N

′)
with a test function ϕ ∈ Fθ(N

′) as follows

Φ ∗ ϕ(x) = 〈〈Φ, τ−xϕ〉〉, x ∈ N ′.

If Φ is represented by ~Φ = (Φn)n≥0 ∈ Gθ(N
′), then

Φ ∗ ϕ(x) =
∞∑

k=0

〈x⊗n, ψ(n)〉, (15)

where for every integer n ∈ N

ψ(n) =
∞∑

k=0

k!

(
n+ k

n

)
Φk ⊗k ϕ(n+k).

A direct calculation shows that the sequence (ψ(n))n≥0 is an element of

Fθ(N) and consequently Φ ∗ ϕ ∈ Fθ(N
′). It was proved in Ref. 7 that Ξ is
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a convolution operator on Fθ(N
′) if and only if there exists Φ ∈ F∗

θ (N
′)

such that

Ξ(ϕ) = Φ ∗ ϕ, ∀ϕ ∈ Fθ(N
′). (16)

It is well-known that Gθ∗(N) is closed under the usual multiplication.

Then, for Φ, Ψ ∈ F∗
θ (N

′), we define the convolution Φ ∗Ψ, via the Laplace

transform, as the unique distribution in F∗
θ (N

′), characterized by

L(Φ ∗Ψ) = L(Φ)L(Ψ).

We can easily prove the fact

〈〈Φ ∗Ψ, ϕ〉〉 = 〈〈Φ,Ψ ∗ ϕ〉〉 , Φ , Ψ ∈ F∗
θ (N

′) , ϕ ∈ Fθ(N
′). (17)

Let C ∈ L(N,N) and put K = C∗C ∈ L(N,N ′). In the following we

investigate the following Cauchy problem:

∂u(x, t)

∂t
=

1

2
∆G(K)u(x, t), u(x, 0) = ϕ(x), (18)

where ϕ ∈ Fθ(N
′) and ∆G(K) is the K-Gross Laplacian defined in (6).

Theorem 4.1. Let θ be a Young function satisfying lim
r→+∞

θ(r)

r2
< +∞

and ϕ ∈ Fθ(N
′). Then the heat equation (18) associated with the K-Gross

Laplacian has a unique solution in Fθ(N
′) given by

u(x, t) = GtK,Iϕ(x).

Proof. It is well-known7 that the K-Gross Laplacian ∆G(K) is a convo-

lution operator associated to the distribution Φτ(K) ∼ (0, 0, τ(K), 0, · · · ),
i.e.,

∆G(K)ϕ = Φτ(K) ∗ ϕ , ∀ϕ ∈ Fθ(N
′). (19)

Thus the heat equation (18) is equivalent to

∂u

∂t
= Φ 1

2 τ(K) ∗ u , t ≥ 0 , u(0) = ϕ.

Since

L(Φ 1
2 τ(K))(ξ) =

1

2
〈Kξ, ξ〉, ξ ∈ N,
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it follows, from Theorem 3 in Ref. 2, that the equation (18) has a unique

solution in Fθ(N
′) given by

u(x, t) = (e
∗tΦ 1

2
τ(K) ∗ ϕ)(x), t ≥ 0.

On the other hand, notice that

L(e∗tΦ 1
2
τ(K))(ξ) = exp

{
t

2
〈Kξ, ξ〉

}
= L(µ̃tK)(ξ), ξ ∈ N, t ≥ 0, (20)

where µ̃tK is the distribution in F∗
θ (N

′) associated to the Gaussian mea-

sure µtK with covariance operator tK. Then, the solution u(x, t) can be

expressed as

u(x, t) = (µ̃tK ∗ ϕ)(x), t ≥ 0, x ∈ N ′.

Now, for any ξ ∈ N , x ∈ N ′, we have

(µ̃tK ∗ eξ)(x) = L(µ̃tK)(ξ)eξ)(x)

= exp

{
t

2
〈Kξ, ξ〉

}
eξ(x)

= GtK,Ieξ(x).

Then, since {eξ ; ξ ∈ N} is a total subset of Fθ(N
′), we conclude that

u(x, t) = (µ̃tK ∗ ϕ)(x) = (GtK,Iϕ)(x)

as desired.

Let ∆∗
G(K) stands for the adjoint of the generalized Gross Laplacian

∆G(K) with respect to the dual pairing 〈F∗
θ (N

′),Fθ(N
′)〉. Then, for Φ ∈

F∗
θ (N

′) and ϕ ∈ Fθ(N
′), we have

〈〈∆∗
G(K)Φ, ϕ〉〉 = 〈〈Φ,∆G(K)ϕ〉〉

=
〈〈
Φ,Φτ(K) ∗ ϕ

〉〉

=
〈〈
Φ ∗ Φτ(K), ϕ

〉〉
,

where identity (17) is used into account. We then deduce the extension of

(19) to F∗
θ (N

′):

∆∗
G(K)Φ = Φτ(K) ∗ Φ , ∀Φ ∈ F∗

θ (N
′).

By using duality arguments, the proof of the following Theorem is a

slight modification of the previous one.
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Theorem 4.2. The generalized heat equation associated to ∆∗
G(K):

∂Ut

∂t
=

1

2
∆∗

G(K)Ut, U0 = Φ ∈ F∗
θ (N

′), (21)

has a unique solution in F∗
θ (N

′) given by

Ut = FtK,IΦ. (22)

In the remainder of this paper, we give some regularity properties of the

solution Ut in (22). By definition, a test function ϕ ∈ Fθ(N
′) is said to be

positive if ϕ(x + i0) ≥ 0 for all x ∈ X ′. We denote by Fθ(N
′)+ the set of

all such positive test function. A generalized function Φ ∈ F∗
θ (N

′) is called
positive if it satisfies the condition:

〈〈Φ, ϕ〉〉 ≥ 0, ∀ϕ ∈ Fθ(N
′)+.

The set of all positive generalized functions is denoted by F∗
θ (N

′)+. The
next characterization theorem, quoted from the paper,26 gives the integral

representation of positive generalized functions by Radon measures.

Theorem 4.3. For any Φ ∈ F∗
θ (N

′)+ there exists a unique Radon measure

µΦ on X ′ such that

〈〈Φ, ϕ〉〉 =
∫

X′
ϕ(y + i0)dµΦ(y), ∀ϕ ∈ Fθ(N

′). (23)

Conversely, a finite positive Borel measure ν on X ′ represents a positive

generalized function Φ ∈ F∗
θ (N

′)+ if and only if there exist q > 0 and δ > 0

such that ν(X−q) = 1 and

∫

X−q

eθ(δ|y|−q)dν(y) < +∞. (24)

We are now ready to give sufficient condition for the solution of the

Cauchy problem (21) to be positive.

Theorem 4.4. Suppose the initial condition Φ in Equation (21) is a pos-

itive generalized function. Then the solution (22) is a positive generalized
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function. Moreover, there exists a unique positive Radon measure µUtK
on

X ′ such that

〈〈Ut, ϕ〉〉 =
∫

X′
ϕ(y)dµUtK

(y) ∀ϕ ∈ Fθ(N
′), (25)

and µUtK
satisfies the following integrability condition

∫

X−q

eθ(δ|y|−q)dµUtK
(y) < +∞, (26)

for some q > 0 and δ > 0.

Proof. First we prove that the convolution product of two positive gener-

alized functions is also a positive generalized function. Let Φ,Ψ ∈ F∗
θ (N

′)+.
For any ϕ ∈ Fθ(N

′)+, we have

〈〈Φ ∗Ψ, ϕ〉〉 = 〈〈Φ,Ψ ∗ ϕ〉〉 = [Φ ∗ (Ψ ∗ ϕ)](0). (27)

On the hand, for any x ∈ X ′,

(txϕ)(y) = ϕ(x+ y) ≥ 0, ∀y ∈ X ′,

which implies that txϕ ∈ Fθ(N
′)+, for all x ∈ X ′. Since (Ψ ∗ ϕ)(x) =

〈〈Ψ, txϕ〉〉 ≥ 0, we conclude that Ψ ∗ ϕ ∈ Fθ(N
′)+. Hence, Equation (27)

show that the generalized function Φ ∗Ψ is positive. It follows that the so-

lution in Eq. (22) is positive. Finally, Theorem 4.3 guarantees the existence

and uniqueness of a Radon measure µUtK
on X ′ associated with Ut as in

Equation (25) and µUtK
satisfies the integrability condition (26).
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In the evolution of a quantum system subject to a nonlinear dissipative term

of Kostin type the probability amplitudes associated to excited states of the

Hamiltonian are damped; this results in a dynamic convergence toward the

ground state. In this paper we dicuss how dissipation can replace adiabatic

evolution in the search of the ground state of a target Hamiltonian and discuss

applications to Quantum Annealing.

Keywords: Quantum annealing, ground-state process, adiabatic computation,

dissipative dynamics.

1. Introduction

Quantum computation studies the power of computing machines whose

basic constituents are quantum systems. Obviously, a task which quan-

tum computers will perform better than any classical device is the sim-

ulation of quantum systems.18 However, whether quantum computers are

in general more powerful than our classical computers is an unanswered

question. What is known, for the time being, is that, at least, a quan-

tum computer would factorize an integer number exponentially faster (the

most celebrated Shor factorization32) and retrieve a specified element in

an unstructured database quadratically faster (Grover search21) than any

classical computer. When implemented on a classical computer, however,
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quantum algorithms perform poorly since, in the general case, the simula-

tion of quantum systems requires an amount of (classical) computational

resources which scales exponentially with the dimension of the system.

On the opposite, the analysis of quantum systems by means of stochastic

mechanics26 may suggest classical probabilistic algorithms, efficiently im-

plementable on classical computers: hybrid classical-quantum procedures

which, by mimicking some useful features of a Nelson process,10,11 can pro-

vide good heuristics for the solution of difficult problems. One enlightening

example is provided by Quantum Annealing (or Quantum Stochastic Opti-

mization): it was suggested by the semiclassical (~ → 0) behaviour of the

trajectories of the stochastic process canonically associated to the ground

state of a Hamiltonian. Quantum Annealing has nowadays become a widely

known optimization technique used in different fields, from solid state29,30

to chemical2,15,17,20 physics.

In this paper, after a brief review on Quantum Annealing, we discuss the

role played by dissipation of Kostin type as an alternative to adiabatic evo-

lution toward the ground state of a given Hamiltonian.

The exposition is organized as follows: in section 2 we sketchily present

Quantum Annealing. Adiabatic computation is presented in section 3. In

section 4 we introduce the Schrödinger-Kostin equation and present some of

its features by means of simple toy models in the continuous 1-dimensional

and discrete 2-dimensional case. In the fifth and last section we discuss our

results and present lines of future research.

2. Quantum annealing

The aim of combinatorial optimization is to find good approximations of the

solution(s) of minimization problems, usually formulated as follows: given

a cost function f : S → R, S being the set of admissible solutions, we want

to find

smin : f(smin) = min{f(s), s ∈ S},
that is the element(s) of S which minimizes the cost function.

Many of the most famous algorithms currently used in this field27 were

inspired by analogies with physical systems. Among them, the most cele-

brated is Thermal simulated annealing23 proposed in 1983 by Kirkpatrick

et al.: the space of all admissible solutions is endowed with a potential pro-

file dependent on the cost function associated to the optimization problem.

The exploration of this space is represented by a random walk depending
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on the potential and on a temperature dependent diffusion. Thermal fluc-

tuations allow the walker to jump, from time to time, from one minimum

to another one of lower energy (see Fig. 1(a)). A suitably scheduled tem-

perature lowering (annealing) stabilizes then the walk around a, hopefully

global, minimum of the potential profile.

(a) (b)

Fig. 1. (Color online) (a) Simulated vs. quantum annealing: the thermal jumps from one

minimun to another which allow the exploration of the configuration space in thermal

simulated annealing are substituted, in quantum annealing, by tunneling. (b) A sample

path qν(t) of the ground state process. The potential V (x) is shown on the left. Inset:

the same potential profile (dashed red line) and the invariant measure ρν(x) = (ψν(x))2

(solid blue line).

In Quantum Annealing ,6 or Quantum Stochastic Optimization,5 the cost

function f is encoded in the potential function Vf appearing in the system

Hamiltonian:

Hν = −ν2

2
δ + Vf .

The physical intuition which stands behind the Quantum Annealing ap-

proach to combinatorial optimization comes from the deep analysis of the

semiclassical limit performed in Ref. 22 and is summarized in figure 1(b):
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if one knew the ground state ψν(x) of Schrödinger Hamiltonian

Hν = −1

2
ν2

d2

dx2
+ V (x) (1)

then one could construct a stochastic process1,28 evolving according to

dqν(t) = bν(qν(t))dt+ ν1/2dw(t), (2)

having ρν(x) = (ψν(x))
2 as its invariant measure and drift field

bν(t) =
1

2
ν
d

dx
ln(ρν(x)).

The semiclassical behavior of qν is characterized by long sojourns around

the stable configurations, i.e. minima of V (x) (the dashed line of the inset

of Fig. 1(b)), interrupted by rare large fluctuations which carry qν from

one minimum to another: qν in thus allowed to “tunnel” away from local

minima to the global minimum of V (x), as Fig. 1(b) shows quite clearly.

Indeed, as ν → 0+ “the process will behave much like a Markov chain whose

state space is discrete and given by the stable configurations”.22

Thermal fluctuations, which in Simulated Annealing were responsible for

the exploration of the configuration space via a classical quantum walk,

are replaced in Quantum Annealing by quantum fluctuations, which allow

the corresponding quantum walk to tunnel from one mininum to another

(see Fig. 1). Since the ground state relevant support is a contraction of the

solution space, which is usually very large, the stochastic process associated

to the ground state will visit, sooner or later, the optimal solution.

It is worth noticing here that since many computational problems can be

translated in terms of minimization of some cost functional, the possibility

of encoding optimization problems into ground state problems has played

a key role in quantum complexity (see Ref. 16 and references therein); for

simple examples of the encoding of an optimization problem in a potential

function on some configuration space, instead, we refer the interested reader

to Ref. 5 (Graph Partitioning) and Refs. 13,14 (Satisfiability).

3. Adiabatic quantum computation

A difficulty in the above approach is the fact that the ground state ψν of the

Hamiltonian Hν is seldom exactly known and approximations are required.

One of the earliest proposals in this direction was advanced in Ref. 5 and

applied in Ref. 6: construct an unnormalized approximation of ψν by acting
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on a suitably chosen initial condition φtrial(x) with the Hamiltonian semi-

group exp(−tHν), namely by solving, with the initial condition φtrial, the

imaginary time Schrödinger equation. Similar ideas appeared in the chemi-

cal physics literature3 and, with more specific reference to the optimization

problems considered here, in Refs. 2,15,17.

The unphysical step of imaginary time evolution is, however, not strictly

necessary: one could use, as a matter of fact, adiabatic techniques to start

with an initial state which is easy to prepare and which is the ground state

of an initial time Hamiltonian H0 and then turn it adiabatically into the

ground state of a target Hamiltonian HT at time T that corresponds, in

Jona-Lasinio description, to a stochastic process which visits good minima

with high probability. Using the notation of Ref. 13, we consider the time

dependent Hamiltonian:

H(t) = tHT + (T − t)H0, 0 ≤ t ≤ T.

Let us indicate with |t; ek(t)〉 the instantaneous eigenvector of H(t) corre-

sponding to the instantaneous eigenvalue ek(t) with e0(t) ≤ e1(t) ≤ . . . ≤
en(t), 0 ≤ t ≤ T . The adiabatic theorem states that, if the time T satisfies

TG
ξ

gmin
, (3)

where gmin is the minimum gap

gmin = min
0≤t≤T

(e1(t)− e0(t))

and

ξ = max
0≤t≤T

∣∣∣∣〈t; e1(t)|
dH

dt
|t; e0(t)〉

∣∣∣∣ ,

then |〈T ; e0|ψ(T )〉| can be made arbitrarily close to 1. In other words if we

start in the state |0; e0(0)〉 we will end up in the ground state |T ; e0(T )〉 of
the target Hamiltonian HT . In practical cases ξ is not too big, thus the size

of T is governed by g−2
min: the smaller gmin the slower must be the change

rate of the Hamiltonian if we want to avoid transition from the ground state

to excited states.

As an example, let us consider the following toy model.33 We take the

potential function:

V (x) =




V0

(x2−a2
+)2

a4
+

+ δx, for x ≥ 0

V0
(x2−a2

−)2

a4
−

+ δx, for x < 0,
(4)
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as the cost function of a given optimization problem. For proper choice of

the parameters,29 the local minimum of the potential V (x) can be made

wider than the global one. We insert V (x) in the Hamiltonian:

H(t;T ) = −Γ(t;T )δ + V (x),

where

Γ(t;T ) =
1

2
(1− t

T
).

The kinetic energy coefficient is thus time dependent and decreases linearly

(a) (b)

Fig. 2. (Color online) (a) In the inset the shape of the asymmetric double well potential

V (x) of Eq. (4) for the choice a+ = 1.25, a− = 0.75, δ = 0.1, V0 = 1 of the parametrs.

The graph shows the probability distribution of the position observable on: the ground

state of the Hamiltonian H(0) = H0 (solid thin blue line), the ground state of H(T )

(dotted blue line) and the state φ(200;T ) (solid, thick green line). (b) The instantaneous

eigenvalues e0(t) and e1(t) (respectively blue and red thin lines) of H(t); the expected

value of the energy observable H(t) on the state φ(200; t) is represented as a thick green

line. In the inset we show a magnification of the jump happening around time t = 185.

in the time interval (0, T ). As shown in figure Fig. 2(a) the state |t; e0(t)〉
is initially (t = 0) distributed on both wells; then, as Γ(t) decreases, it gets

concentrated in the rightmost well, corresponding to the local minimum.

Then, as Γ(t) → 0, the state “tunnels” through the potential barrier to

the leftmost, global, minimum. It is an easy guess that the ground-state

process associated to the state |T ; e0(T )〉 would visit only the optimal so-

lution. However, if we try to approximate the ground state |T ; e0(T )〉 by
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adiabatic evolution of the initial state |0; e0(0)〉, T must be chosen accord-

ing to Eq. (3). From Fig. 2(b) one can see that at t/T ≈ 0.90 there is

an avoided Landau-Zener crossing of the instantaneous eigenvalues e0(t)

and e1(t) corresponding to gmin ≈ 0.05. The annealing time must then

be of order g−2
minG25000. If the Hamiltonian changes too fast, there is a

non-vanishing probability of jumping out of the ground state. In fact, the

expected value of the energy operator H(200; t) on the solution φ(200; t) of

the Schrödinger equation

i
d

dt
ψ(t) = −Γ(200; t)∆ + V (x)

ceases to follow the value e0(t) and the projection on |t; e0(t)〉 passes from
1 to 0 quite suddenly around the time t = 185. In other words, there is

a jump to an excited state, which, as Fig. 2(a) shows, is mostly localized

on the wrong minimum. What should be stressed here is that since gmin

is in general not known, the annealing procedure can lead to very poor

approximations of the ground state corresponding to very bad answers to

the optimization problem.

4. Dissipative Schrödinger equation

An alternative mehod to find the ground state of a given Hamiltonian is

provided by dissipative dynamics of Kostin type.24

Dissipation arises in quantum mechanics when an observable (sub)system

of interest is coupled to an environment (heat-bath, reservoir) and the en-

vironmental degrees of freedom are traced out.19 Effective descriptions of

dissipative systems stems from the necessity of reducing the dynamics of

many-body problem to an effective one of few- or even one-body prob-

lem which, of course, would greatly simplify the simulation of quantum

systems. Effective modifications of the Schrödinger equation, by means of

time-dependent Hamiltonians as well as the introduction of nonlinear terms,

are discussed in the literature (see Ref. 31 and references therein).

In a seminal paper25 M.D. Kostin proposed a set of conditions that an effec-

tive Schrödinger equation should fulfill to determine a norm-preserving dis-

sipative dynamics and propose one such a term himself (notably, this is by

no means a unique choice, as we will see in a little while). The Schrödinger-

Kostin equation reads:

i
∂ψ(t, x)

∂t
= (−H0 +K(γ, ψ(t, x)))ψ(t, x) (5)
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with H0 = − ν2

2 ∆ψ(t, x) + V (x) and

K(γ, ψ(t, x)) = γ S(t, x), (6)

S(t, x) being the phase of the wave function ψ(t, x) =
√

ρ(t, x) exp(S(t, x)).

The energy of a system evolving under this nonlinear Hamiltonian is a

monotone non-increasing function of time, that is, given a solution φ(t, x)

of Eq. (5) it satisfies d/dt〈φ|H0|φ〉 ≤ 0, for γ ≥ 0.

In Ref. 12 it has been shown that dissipation, usually seen as detrimental,

can be useful in quantum annealing. In fact, the presence of friction al-

lows an exhaustive exploration of the solution space of simple optimization

problems by balancing genuinely quantum effects such as Bloch oscilla-

tions7,34 and Anderson localization.4 Here, we want to show how friction

dynamically drives the state of the system toward the ground state of the

HamiltonianH0, thus implementing the same contraction mechanism which

stands behind conventional quantum annealing.

4.1. Continuous case

For the sake of comparison with the results of the previous section, we still

consider the potential V (x) defined in Eq. (4). We take the time-independent

Hamiltonian H0 and set ν2/2 = 0.025: with this choice the ground state

is localized around the absolute minimum of V (x). We take an initial con-

dition ψ(0, x) = ψ0(x) spread over both wells, which gurantees that the

projection on the ground state is non-vanishing. Fig. 3 shows the solution

ψ(t) of Eq. (5) with the choice γ = 0.12. The probability mass “percolates”

from the local to the global minimun (Fig. 3(b)), the energy is monotoni-

cally decreasing and the projection on the ground state ofH0 monotonically

increasing(Fig. 3(b)).

4.2. Discrete case

As soon as discrete systems, such as spin lattices, are considered, a discrete

version of the Kostin nonlinear term is required. In Ref. 12 we proposed

the form:

KD(γ, ψ(t, x)) = γ
x∑

y=2

sin (S(t, y)− S(t, y − 1)) , with γ > 0

which is a first order finite difference approximation of K(γ, ψ) on a linear

chain but cannot be extended to general n-dimensional lattices because of
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(a) (b)

Fig. 3. (Color online) V (x) as in Fig. 2. ψ(x, 0) = I[−1,2]/3. (a) The probability density

plot of |φ(t, x)|2: the probability mass percolates from the local to the global minimum,

where the ground state ofH0 with ν2

2
= 0.025 is located. The profile of the potential V (x)

is represented, out of scale, on the rightmost part of the graph. (b) The average energy

〈φ(t, x)|H0|φ(t, x)〉 as a function of time; in the inset, the projection on the ground state,

as a function of time. The oscillations of the energy (which is non “strictly” monotone

decreasing) are due to numerical instability.

the different notion of neighbourhood of a site.

To generalize the discrete approximation of the frictional term, let us con-

sider a generic undirected graph G = (V, E), V = {v1, v2, . . . , vn} being the

set of vertices and E ⊂ V ×V is the set of edges. Given any x ∈ V we define

N(x) = {vk ∈ V : (vk, x) ∈ E or (x, vk) ∈ E}
that is the set of neighbors of the vertex x.

Here we propose the term:

K ′
D(γ, ψ(t, x)) = γ

∑

y∈N(x)

√
ρ(t, x)(S(t, x)− S(t, y))

as the nonlinear term. It is easy to check that the term K ′
D fulfills the

requirements of Ref. 25. An example of the behaviour of the system in the

simple case of a parabolic potential in a regular 2-dim lattice is provided

in Fig. 4. Moreover, by taking the limit to the continuum, one sees that

K ′
D(t, x) becomes proportional to dρ(t, x)/dt, very close to the frictional

term proposed by Davidson in Ref. 9.
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(a) (b)

(c) (d)

Fig. 4. (Color online) 2-dimensional square regular lattice; γ = 2.0. (a) The parabolic

2-dimensional potential. (b) Probability distribution |ψ0|
2 of the initial condition. (c)

Probability distribution associated to the |ψ(t)|2 , t = 300. (d) The average energy as a

function of time; in the inset the projection, as a function of time, of ψ(t) on the ground

state of the Hamiltonian.

5. Conclusions and Outlook: Stabilized quantum annealing

Finding the ground state of an Hamiltonian is a computationally difficult

task. The introduction of dissipation does not represent a solution to the

problem but another approximating strategy which, in some case, works

faster than adiabatic annealing. Moreover it represents an alternative to

the unphysical step of imaginary time evolution, which, too, performs bet-

ter than real time adiabatic dynamics. However there are critical points in
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the application of friction to quantum systems both from the physical and

numerical points of view. For example, if we set to γ = 0.2 the friction con-

stant in the asymmetric double well example of section 4.1, the dynamical

convergence toward the ground state still happens, but the relaxation time

increases exponentially. This would agree with Caldeira-Legget results8 and

represents a direction of future research. By setting γ < 0.1, instead, the nu-

merical procedures used in this paper (essentially an adaptive fourth-order

Runge-Kutta method) become wildly unstable. There is some hint address-

ing nonlinearity as the source of the problem but, for the time being, there

is no analytical stability results.
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