
Stoch. Anal. Exam, 13.01.2015
Info: Each of the 4 questions is worth 12.5 marks. Write your name and Neptun code on each piece of paper
that you submit. Separate the solutions of different exercises (and sub-exercises) with a horizontal line. No
calculators or electronic devices are allowed. One hand-written A4-sized formula sheet is allowed. You have
110 minutes to complete this exam.

1. You are in a casino. If you bet 1 dollar in the n’th round then your your net profit in that round is ξn
dollars where P(ξn = +1) = p, P(ξn = −1) = q, q + p = 1, p > 1/2 and ξ1, ξ2, . . . are i.i.d. In other
words: with probability q < 1/2 you lose the bet and with probability p = 1− q > 1/2 you double your
bet. You bet Cn dollars in the n’th round. Denote by Y0 your initial wealth and by Yn your total wealth
after the end of the n’th round. You cannot go in debt, so let’s assume 0 ≤ Cn ≤ Yn−1, n > 0. You
are allowed to play N rounds. Your goal is to maximize your expected rate of return E(log YN − log Y0).
Denote by Fn = σ(ξ1, . . . , ξn).

(a) Prove that for any predictable betting strategy Cn the process Zn := nα− log Yn is a submartingale,
where α = p log p+ q log q + log 2. Show that this implies E(log YN − log Y0) ≤ Nα.

(b) Show that there is a betting strategy for which Zn is a martingale and that E(log YN − log Y0) = Nα
is achieved. (Sometimes they call this the log-optimal portfolio in economics)

Help: If the function f(x) = p ln (1 + x)+(1−p) ln (1− x) is defined for 0 ≤ x ≤ 1, then f ′(x) = p
1+x−

1−p
1−x

and f ′′(x) = −p
(1+x)2 −

1−p
(1−x)2 .

2. Polarization: (a+b)2−a2−b2
2 = ab. Let (X1(t))0≤t≤T and (X2(t))0≤t≤T be left-continuous adapted sto-

chastic processes satisfying E
(∫ T

0
X2

i (t) dt
)
< +∞ for i = 1, 2, and denote by Yi(t) =

∫ t

0
Xi(s)dBs,

i = 1, 2 the corresponding Itō integrals with respect to the same Brownian motion (Bt).

(a) Use the identity Var
(∫ T

0
Xt dBt

)
= E

(∫ T

0
X2

t dt
)
to calculate Cov (Y1(T ), Y2(T )).

(b) Use the fact that Mt =
(∫ t

0
Xs dBs

)2
−
∫ t

0
X2

s ds is a martingale to find the the process (Ψt) such

that Nt = Y1(t)Y2(t)−
∫ t

0
Ψs ds is a martingale.

(c) Use that fact that the quadratic variation [Y ]t of the process Yt =
∫ t

0
Xs dBs is [Y ]t =

∫ t

0
X2

s ds to
calculate the mutual variation [Y1, Y2]t.

3. Find the explicit solution of the SDE

dXt =
Xt + 1

t− 1
dt+ dBt, 0 ≤ t < 1, X0 = 1.

4. Let X∗t = x0 +
∫ t

0
µ(Xs) ds+

∫ t

0
σ(Xs) dBs, where µ(·) and σ(·) are Lipschitz-continuous. Let T ∈ R+.

Let X0(t) ≡ x0 ∈ R and Xn(t) := X∗n−1(t), n ≥ 1. Show that there exists a continuous process
(X∞(t))0≤t≤T such that (Xn(t)) converges uniformly on [0, T ] to (X∞(t)) P-almost surely as n→∞.

In your solution you can use the following facts without proving them, however you are asked to clearly
indicate where you used them:

(i) E
[∫ T

0
(Xn+1(t)−Xn(t))

2
dt
]
≤ c2n, where

∑∞
n=1

√
cn < +∞.

(ii) Itō isometry; Markov inequality; submartingale inequality and its corollaries; the uniform limit of
continuous functions is a continuous function; Borel-Cantelli lemma.
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