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1 Introduction

1.1 The model class and context

The present PhD dissertation investigates the asymptotic properties of a random tree
growth model which generalizes the basic concept of preferential attachment.

In this family of tree growth models, the tree stems from a root in the beginning, and
vertices are added one at a time, the new vertex always attaching to exactly one already
existing vertex. The rule by which the new vertex chooses its “parent”, is dependent
on the degree distribution apparent in the tree at the time the vertex is born. This
dependence on the degree structure is characterised by a weight function w : N → R+,
which function is the parameter of the model.

The models can be either in discrete time, when a vertex is born in every second,
or in continuous time, then birth times are random. For the problems we discuss, these
two versions are equivalent and can be translated into each other (details in Section 2.2).
The classical models and results of the area use the discrete time setting. However, for
the proofs we give, the continuous-time version is much more natural and convenient, so
this is what we will use. The method of investigating the discrete time growth model
by introducing the continuous-time setting described here, appears in [39], later in [41],
and, independently, in Oliveira and Spencer [36]. An otherwise widely applied technique
by the name of Poisson clumping, is based on the related, general idea of transforming a
discrete time model to continuous time via the introduction of independent, exponentially
distributed random times (see for example [1]).

One of the famous models, a realization of preferential attachment, is the Barabási -
Albert graph [3], where the random choice of the parent for the new vertex is made using
probabilities exactly proportional to the degree of the existing vertices. The tree case of
this model corresponds to the the special case of the model considered in this dissertation,
namely, when w is chosen to be linear. The Barabási - Albert graph reproduces certain
phenomena observed in real-world networks, the power-law decay of the degree sequence,
for example. This was proved in a mathematically precise way in Bollobás et al. [8]
and, independently, in Móri [32]. Several more detailed results on the linear weight
function case can be found in Móri [33], regarding the maximum degree, and in Móri
[34], regarding the differences in the asymptotic degree distribution in the lower levels of
the tree, compared to that in the whole tree. In these papers, the techniques strongly
depend on martingales that are apparent in the system only in the linear case. For
a survey on random graph models that produce scale-free behaviour, see Bollobás and
Riordan [9] and Chapter 4 of Durrett [17].

The concept of preferential attachment generally means that the weight function w
is an increasing function. In the family of models that we are interested in, this is not
necessarily true. General weight functions are considered in the papers of Krapivsky and
Redner [25] and [26], where w(k) ∼ kγ, and non-rigorous results are obtained, showing
the different behaviour for γ > 1 and γ ≤ 1. In the first region the limiting object does
not have a non-trivial degree sequence: a single dominant vertex appears which is linked
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to almost every other vertex, the others having only finite degree. This statement is made
precise and proved rigorously in Oliveira and Spencer [36]. See also Chung et al. [10] for
a related model. The weight functions we consider in the present dissertation are such
that the model does not “blow up” this way, our class includes the second regime γ ≤ 1
mentioned above.

In the work of Dereich and Mörters [11], the authors take a closer look at the tem-
poral evolution of the degrees of individual vertices, in the same sublinear preferential
attachment case as we do. This paper refers to our work [41]. Certain random recursive
trees and random plane-oriented trees similar to our setting have also been studied before
in Smythe and Mahmoud [44].

Population growth models, studied excessively in the theory of branching processes
(see e.g. Jagers [22]), are intimately related to our model. This connection is the basis
for many of the proofs in the present dissertation, as discussed in detail in Section 3.

Tree growth processes based on fragmentation processes are closely related to our
investigation of the global properties of the model, as we will point out in Section 4
(see Remark 4.5 therein). Limiting objects called “random real trees” and “continuum
random trees” were introduced, to which the evolving trees converge, after an appropriate
rescaling of the distances on the tree. Much of the structure of these limiting objects is
understood, see e.g. Haas, Miermont et al. [19, 20, 21].

Our concept of the limiting measure µ in Section 4 is different from these. It is
a measure on the set of leaves of the infinite complete tree (with each vertex having
exactly K children), which is a metric space, but the metric structure is trivial: it is
not a result of any spatial scaling, and it carries no information about the tree growth
process. On the other hand, the weights given by µ are a result of an appropriate
rescaling of the tree size, where size means cardinality. In short, we are really interested
in the asymptotic weight distribution, and not the asymptotic metric structure. This
asymptotic weight distribution is also studied in the Physics literature, see e.g. Berestycki
[5], where a quantity analogous to the local dimension is calculated for a continuous time
fragmentation process.

Similarly, in the limiting continuous trees obtained in Haas, Miermont et al. [19, 20, 21]
by a spatial rescaling of the evolving tree, the metric structure is of main interest, and the
Hausdorff dimension and Hausdorff measure of sets are the natural questions to ask, see
Duquesne and Le Gall [15, 16]. However, in our model it is not the set, but the measure
which captures the long-term structure of the tree well, and of which the dimension is
interesting.

The continuous time version of our tree growth process can also be translated into
a branching random walk, with time turning into displacement. Then the asymptotic
growth can be described analogously, see the Biggins theorem in [7] or Lyons [30]. How-
ever, with that point of view, the natural questions about the limiting structure are quite
different.

In the last decades there has been much progress in describing the asymptotic struc-
ture of randomly evolving trees. As for a graph limit definition specifically related to our
results, introduced by Benjamini and Schramm, see [4] and the remarks after the results
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in Section 3.3. For a general, detailed survey of research on random graph dynamics,
see the book of Durrett [17], the reference book of Drmota [14], and the yet unpublished
work of van der Hofstad [46]. A very useful reference on the real world inspiraton for
studying huge random graphs, on the way preferential attachment models fit into this
research, and also on the limit objects for graph sequences, is Lovász [29].

1.2 Results, key methods, sources

The questions that we ask about the limiting behaviour of the random tree model are
categorized into two classes. Local properties focus on the neighborhood of the typical
vertex (e.g. sampled uniformly randomly after a long time) of the random tree, this is
the subject of Section 3. Global properties capture phenomena observable by looking at
the whole tree in the limit (e.g. asymptotic speed of tree growth in the continuous time
setting, and the “limiting success level” of a fixed vertex in the limit), these are presented
in Section 4.

Results.

Our main local results are the following. We determine the asymptotic distribution
of the degree sequence, which equivalently gives the limiting distribution of the degree
of a (uniformly) randomly selected vertex. We also look deeper into the structure of
the tree: we give the asymptotic distribution of the subtree under a randomly selected
vertex. Moreover, we present the asymptotic distribution of the whole tree, seen from
a randomly selected vertex. These results are stated in Theorems 3.1 and 3.2. We also
present Theorem 3.3, which is a weaker result than Theorem A in Nerman [35], but the
proof uses more elementary methods and it is probabilistically instructive.

When turning to global properties, we first investigate the asymptotic speed of tree
growth in the continuous time setting. We also ask questions about the limiting “success
level” of some fixed vertex, and this leads us to the concept of a certain random measure
µ on the leaves of the limiting tree, which captures a global property of the tree growth
in a natural way.

We prove the following results.

1. The limiting entropies (as time tends to infinity) of the random measures on the
different generations converge to a constant with probability one, as we let the
generation level to infinity. This constant h is called the entropy of the limiting
measure µ. This result is stated in Theorem 4.1.

2. The Hausdorff and the packing dimension of the random limiting measure µ are
constant and equal with probability one. The entropy and the dimension satisfy the
usual simple relation dimension = entropy

Ljapunov exponent
. Moreover, the local dimension

of µ equals the Hausdorff dimension at µ-almost every point. This result is stated
in Theorem 4.2.

9



3. Given the so-called weight function w, which determines the rule of the tree growth,
we provide an explicit formula for the entropy, and thus for the Hausdorff dimension,
in terms of w. The computation is presented in Section 4.8, which constitutes the
proof of Theorem 4.3.

Key methods.

The method regarding local properties is to embed the model into continuous time
(details in Section 2.2). The greatest advantage of this setting is that it reveals the
connection between the original, discrete time random tree model and the extensively
studied framework of general branching processes (see Section 3.5). Our main local results
gain their proofs through this relation, except for the proof of Theorem 3.3 which does
not rely on the strong theorems in branching processes.

The proofs of our global results also contain the continuous time embedding, but the
key element of those is a Markov process appearing naturally in the construction of a µ-
typical leaf of the tree. After some discussion of the tree structure, the Markov property
is easy to see. Some technical difficulties arise from the non-compactness of the state
space.

Sources.

The numbered Theorems, Lemmas and Propositions, their proofs, together with most
of the comments and introductory texts in the dissertation are from the following papers.

• [39] A. Rudas, Random tree growth with general weight function. Posted to
arxiv.org in October 2004, unpublished. (The proof of Theorem 3.3 first ap-
peared here, and was later published as Section 2.3 of [40].)

• [41] A. Rudas, B. Tóth, B. Valkó, Random Trees and General Branching Pro-
cesses. Posted to arxiv.org and submitted to Random Structures and Algorithms
in March 2005. Revised version accepted for publication and final version posted to
arxiv.org in March 2006. Appeared in Random Structures and Algorithms online
version in October 2006, printed version in 2007. (Theorems 3.1 and 3.2.)

• [40] A. Rudas, B. Tóth, Random tree growth with branching processes - a survey.
Conference talk by A. Rudas at the workshop on Large-scale Random Graphs held
in Budapest in August 2006. Final version submitted June 2008, published as
Chapter 4 of Handbook of Large-Scale Random Networks in 2009. (Theorem 3.3
and the results in Section 4.3.)

• [42] A. Rudas, I. P. Tóth, Entropy and Hausdorff Dimension in Random Growing
Trees. Posted to arxiv.org in April 2010, revised version in June 2011. Ac-
cepted for publication in Stochastics and Dynamics in December 2011. Proof
reading received in June 2012, current status of final version is Online Ready on
www.worldscientific.com. (Theorems 4.1, 4.2 and 4.3.)
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2 Terminology, notation and the model

In the first subsection we introduce the (commonly known) terminology for rooted ordered
trees, together with supplementary notation needed for our model, the statement of
results and our proofs.

In the second subsection, we define two versions of the random tree model: embedded
into discrete and into continuous time. We show in the end of Section 2.2.2 that the
random tree evolving according to the continuous time setting, is equivalent to the Tree
evolving in the discrete time setting, if we look at it at random stopping times.

Section 2.2 also contains some model specific notation, used extensively throughout
the dissertation.

2.1 Vertices, individuals, trees

We consider rooted ordered trees, which are also called family trees or rooted planar trees
in the literature.

In order to refer to these trees it is convenient to use genealogical phrasing, we will do
so throughout the dissertation. The tree is thus regarded as the coding of the evolution of
a population stemming from one individual, the root of the tree, whose “children” form
the “first generation”, these are the vertices connected directly to the root. In general,
the edges of the tree represent parent-child relations, the parent always being the one
closer to the root. The birth order between brothers is also taken into account, this is
represented by the tree being an ordered tree (planar tree).

Let us fix a subset of positive integers, I, and let us label the vertices of a rooted
ordered tree using the elements of

N :=
∞∪
n=0

In, where I0 := {∅} .

We will consider slightly different cases of the model in Sections 3 and 4, and define
I in the two sections accordingly, as follows.

• Throughout Section 3 we choose I = Z+, this corresponds to the fact that any
vertex can have any number of children.

• In Section 4, except for a short analysis of the linear weight function case in Section
4.3.1, we will fix a positive integer K ∈ N, and choose I := {1, 2, . . . , K}. This
means that starting from Section 4.4, we restrict the weight function in such a way
that the vertices can have at most K number of children. We assume K ≥ 2 to
avoid the trivial case when only one child is born per parent. (In that case the tree
growth is linear and the tree has no interesting structure.)

In our notation ∅ denotes the root of the tree, its children are labelled with the el-
ements of I, and in general the children of x = (x1, x2, . . . , xk) ∈ N are labelled by
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(x1, x2, . . . , xk, 1), (x1, x2, . . . , xk, 2), . . . . Thus if a vertex has the label x = (x1, x2, . . . , xk) ∈
N then this means that it is the xth

k child of its parent, which is the xth
k−1 child of its own

parent and so on. If x = (x1, x2, . . . , xk) and y = (y1, y2, . . . , yl) we will use the shorthand
notation xy for the concatenation (x1, x2, . . . , xk, y1, y2, . . . , yl), and with a slight abuse
of notation for n ∈ I we use xn for (x1, x2, . . . , xk, n).

There is a natural partial ordering ≺ on N , namely, x ≺ z if x is ancestor of z, so if
∃y ∈ N , y ̸= ∅ such that z = xy. We use x ≼ z meaning x ≺ z or x = z.

We will identify a rooted ordered tree with the set of labels of its vertices, since this
already contains the necessary information about the edges. It is clear that a G ⊂ N
may represent a rooted ordered tree if and only if ∅ ∈ G and for each (x1, x2, . . . , xk) ∈ G
we have (x1, x2, . . . , xk−1) ∈ G as well as (x1, x2, . . . , xk − 1) ∈ G, if xk > 1.

The set of finite rooted ordered trees will be denoted by G. We think about G ∈ G
as an oriented tree with edges pointing from parents to children. The degree of a vertex
x ∈ G is the number of its children in G, so this terminology differs a little bit from the
usual:

deg(x,G) := max {n ∈ I : xn ∈ G}.

The nth generation of G ∈ G is

G[n] := {x ∈ G : |x| = n}, n ≥ 0,

where |x| = n iff x ∈ In.
The nth ancestor of x = (x1, x2, . . . , xk) ∈ N with k ≥ n is xn = (x1, x2, . . . , xk−n) if

k > n and xn = ∅ if k = n. In Section 4 we will also use the notation p(x) = x1 for the
parent of x.

The subtree rooted at a vertex x ∈ G is:

G↓x := {y : xy ∈ G}, (1)

this is just the progeny of x viewed as a rooted ordered tree. Also, (again with a slight
abuse of notations) for an x = (x1, x2, . . . , xn) ∈ N with |x| = n ≥ k we use the notation
x↓k = (xn−k+1, xn−k+2, . . . , xn). This would be the new label given to x ∈ G in the subtree
G↓xk .

2.2 The random tree model

As the parameter of the random tree model, we fix a weight function w : N → R+.
For the definition of the discrete time model, we do not need any further restrictions

on w. In the continuous time case, we impose certain restrictions on w, see (M), these
are needed for the model definition, and also for our results in Section 3. In Section 4,
we will require w(k) = 0, k ≥ K, which will on one hand make sure that each vertex
can have at most K children, and on the other hand, it automatically implies condition
(M).
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2.2.1 Discrete time model

Given the weight function w : N → R+, let us define the following discrete time Markov
chain Υd on the countable state space G, with initial state Υd(0) = {∅}. If for n ≥ 0 we
have Υd(n) = G, then for a vertex x ∈ G let k := deg(x,G) + 1. Using this notation, let
the transition probabilities be

P(Υd(n+ 1) = G ∪ {xk}) = w(deg(x,G))∑
y∈G w(deg(y,G))

.

In other words, at each time step a new vertex appears, and attaches to exactly one
already existing vertex. If the tree at the appropriate time is G, then the probability of
choosing vertex x in the tree G is proportional to w(deg(x,G)).

2.2.2 Continuous time model

Given the weight function w : N → R+, let X(t) be a Markovian pure birth process with
X(0) = 0 and birth rates

P
(
X(t+ dt) = k + 1

∣∣X(t) = k
)
= w(k) dt+ o( dt).

Let ρ : [0,∞) 7→ (0,∞] be the density of the point process corresponding to the pure
birth process X(t), namely let

ρ(t) = lim
ε→0

ε−1P((t, t+ ε) contains a point from X) . (2)

Let ρ̂ : (0,∞) → (0,∞] the (formal) Laplace transform of ρ:

ρ̂(λ) :=

∫ ∞

0

e−λtρ(t) dt =
∞∑
n=0

n−1∏
i=0

w(i)

λ+ w(i)
. (3)

The rightmost expression of ρ̂(λ) is easily computed, given the fact that the intervals
between successive jumps of X(t) are independent exponentially distributed random
variables of parameters w(0), w(1), w(2), . . . respectively. Let

λ := inf{λ > 0 : ρ̂(λ) < ∞}.

Throughout the dissertation we impose the following condition on the weight function
w:

lim
λ↘λ

ρ̂(λ) > 1. (M)

Remark. At certain Sections of the dissertation, we will restrict ourselves to certain
smaller subclasses of weight functions, to be specified later. The condition described
above is nevertheless always fulfilled.

We are now ready to define our randomly growing tree Υ(t) which will be a continuous
time, time-homogeneous Markov chain on the countable state space G, with initial state
Υ(0) = {∅}.
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The jump rates are the following: if for a t ≥ 0 we have Υ(t) = G then the process
may jump to G∪ {xk} with rate w(deg(x,G)) where x ∈ G and k = deg(x,G) + 1. This
means that each existing vertex x ∈ Υ(t) ‘gives birth to a child’ with rate w(deg(x,Υ(t)))
independently of the others.

Note that condition (M) implies

∞∑
k=0

1

w(k)
= ∞

and hence it follows that the Markov chain Υ(t) is well defined for t ∈ [0,∞), it does not
blow up in finite time. A rigorous proof of this statement follows from the connection
with general branching processes (see Section 3.5) for which the related statement is
derived in [22].

We define the total weight of a tree G ∈ G as

W (G) :=
∑
x∈G

w(deg(x,G)).

Described in other words, the Markov chain Υ(t) evolves as follows: assuming Υ(t−) = G,
at time t a new vertex is added to it with total rate W (G) which is attached with an
oriented edge (pointing towards the newly added vertex) to the already existing vertex
x ∈ G with probability

w(deg(x,G))∑
y∈G w(deg(y,G))

. (4)

Therefore, if we only look at our process at the stopping times when a new vertex is just
added to the randomly growing tree:

Tn := inf{t : |Υ(t)| = n+ 1} (5)

then we get the discrete time model: Υ(Tn) has the same distribution as Υd(n), the
discrete time model at time n.

We have already introduced the notation G↓x for the subtree rooted at x of the tree
G in (1). In the random tree model, we will use the two forms

Υ↓x(t) = (Υ(t))↓x (6)

exchangeably throughout the dissertation. This is the subtree of Υ(t) rooted at x, which
is the set of descendants of x (including x) that are born up to time t. Note that t here
is total time, and not the time since birth of x. In particular, |Υ↓x(0)| = 0 if x is not the
root.

Throughout the dissertation, we will use τx to denote the birth time of vertex x,

τx := inf{t > 0 : x ∈ Υ(t)} . (7)

Let σx be the time we have to wait for the appearance of vertex x, starting from the
moment that its birth is actually possible (e.g. when no other vertex is obliged to be born
before him). Namely, let
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(a) σ∅ := 0,

(b) σy1 := τy1 − τy, for any y ∈ N ,

(c) and σyi := τyi − τy(i−1), for each y ∈ N and i ≥ 2, i ∈ I.

It will sometimes be convenient to refer to the vertices in the order of their birth, not
their genealogical code: let

{ηk} := Υ(Tk) \Υ(Tk−)

denote the vertex that appeared at Tk. Of course we will always have η0 = ∅ and η1 = 1.
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3 Local properties

3.1 Introduction

In the present Section we investigate the local properties of the random tree after a long
time of its evolution. We ask questions about the neighborhood of the “typical” vertex
(e.g. sampled uniformly randomly) of the random tree, after a long time.

This Section relies on the paper [41], joint work with Bálint Tóth and Benedek Valkó,
and on the survey [40], joint work with Bálint Tóth.

Our main results are the following. We determine the asymptotic distribution of
the degree sequence, which equivalently gives the limiting distribution of the degree of
a (uniformly) randomly selected vertex. We also look deeper into the structure of the
tree: we give the asymptotic distribution of the subtree under a randomly selected vertex.
Moreover, we present the asymptotic distribution of the whole tree, seen from a randomly
selected vertex. For a general approach for asymptotic distribution of random subtrees
of random trees, see [2]. These results give greater insight to the limiting structure of
the random tree.

The key of our method is to place the process into continuous time, as already in-
troduced in Section 2.2. Even without referring to the well-developed theory of general
branching processes, this makes it possible to give an argument for the convergence of
certain general ratios, see Theorem 3.3 in Section 3.4. This theorem has its stronger ana-
logue, Theorem A in Section 3.5, but our proof presented here is different from that in
[35], and although this approach does not give almost sure convergence, it is elementary
and instructive, and gives convergence in probability.

The greatest advantage of the continuous time setting is definitely that it reveals the
connection between the original, discrete time random tree model and the extensively
studied framework of general branching processes (see Section 3.5). Our main local
results gain their proofs through this relation. As an earlier application of a similar idea,
see the paper [38] of B. Pittel, in which the author establishes the connection with a
Crump–Mode branching process, and proves his results about the height of the uniform
and general ordered recursive tree, and also for a random m-ary search tree.

The present Section is organized as follows. We introduce some additional notation
about historical birth orderings, rooted ordered trees with a marked vertex at generation
k, distributions on these sets, the steady property of probability measures on G, and
backward extensions of measures, needed specifically for understanding the “local prop-
erties” of the random tree, in Section 3.2. After this, we state the main results of this
part of the thesis in Section 3.3. In the same Section we spend some time to present the
excplicit calculations that can be done in the special case when the weight function is
linear, in Section 3.3.1. Section 3.4 is devoted to the proof of convergence in probability,
not referring to the methods used in the theory of general branching processes. Then we
give a brief introduction to the field of general branching processes in Section 3.5, and
state the relevant results. The last subsection, 3.6 contains the proofs of the main local
results, Theorems 3.1 and 3.2.
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3.2 Notation

Consider a G ∈ G. An ordering s = (s0, s1, . . . , s|G|−1) of the elements of G is called
historical if it gives a possible ’birth order’ of the vertices in G, formally if for each
0 ≤ i ≤ |G| − 1 we have {s0, s1, . . . , si} ∈ G. The set of all historical orderings of G ∈ G
will be denoted S(G). For a fixed s ∈ S(G) the rooted ordered trees

G(s, i) := {s0, s1, . . . , si} ⊂ G

give the evolution of G in this historical ordering s.
Throughout the Section we will use Greek letters to denote random elements (of

various distributions) selected from N and G:

ζ, · · · ∈ N , Γ, · · · ∈ G

Our results will deal with some asymptotic properties of a randomly chosen vertex in
a certain random tree. We will investigate the asymptotic distribution of its degree, its
progeny and also the progeny of its kth ancestor. In order to study the latter object, we
introduce rooted ordered trees with a marked vertex in generation k:

G(k) := {(G, u) ∈ G × Zk : u ∈ G[k]}.

G(0) is identified with G, since generation 0 consists of only the root, ∅. We can use the
elements of G(k) to describe the progeny of the kth ancestor of a random vertex: G is an
ordered tree rooted in the kth ancestor of the selected point and u ∈ G[k] is the position
of the random vertex in this tree. Clearly, if (G, u) describes the progeny of the kth

ancestor, then for 0 ≤ l ≤ k the progeny of the lth ancestor is described by (G↓ul , u↓k−l).
Thus if π(k) is a distribution on G(k) which describes the progeny of the kth ancestor

of a chosen vertex, then, if l < k, the distribution of the progeny of the lth ancestor is:

π(k,l)(H, v) := π(k)
({

(G, u) ∈ G(k) : G↓ul = G, v = u↓k−l

})
The sequence π(k) of probability measures on G(k), k = 0, 1, 2, . . . is called consistent if
for any 0 ≤ l ≤ k, the identity π(l) = π(k,l) holds.

Without presenting the precise formulation, it is clear that a consistent sequence π(k)

of probability measures on G(k) gives full insight to the limiting structure of the tree as
seen from a random vertex, see Remarks 3.1, 3.2 and 3.3 after Theorem 3.2.

We call a probability measure π on G steady if∑
H∈G

π(H)
∑

x∈H[1]

11{H↓x = G} = π(G). (8)

It is easy to check that in this case, for any k = 1, 2, . . . , the similar identity∑
H∈G

π(H)
∑

x∈H[k]

11{H↓x = G} = π(G)
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follows. Equivalently, for any bounded function φ : G → R and any k = 0, 1, 2, . . . ,

E
( ∣∣Γ[k]

∣∣φ(Γ↓ζ)
)
= E

(
φ(Γ)

)
,

where Γ is a random element of G with distribution P(Γ = G) = π(G), and on the
left hand side ζ is a random vertex selected uniformly from the k-th generation of Γ.
(We don’t have to worry about the fact that Γ[k] may be empty, since in that case the
expression

∣∣Γ[k]

∣∣φ(Γ↓ζ) is automatically 0.) Immediate consequences of this property are
that the expected size of the kth generation is 1 for any k ∈ N (choose φ identically 1),
and therefore the expected size of the whole tree is infinite.

Backward extensions: Given a steady probability measure π on G, define the proba-
bility measures π(k) on G(k), k = 0, 1, 2 . . . , by

π(k)(G, u) := π(G)

One can easily check that, due to the steadiness of the distribution π, the sequence of
probability measures π(k) on G(k), k = 0, 1, 2 . . . , is consistent.

3.3 Results

From condition (M) it follows that the equation

ρ̂(λ) = 1 (9)

has a unique root λ∗.
Now we are ready to state our first theorem.

Theorem 3.1. Consider a weight function w satisfying condition (M) and let λ∗ be
defined as above. Consider a bounded function φ : G → R. Then the following limit holds
almost surely:

lim
t→∞

1

|Υ(t)|
∑

x∈Υ(t)

φ(Υ(t)↓x) = λ∗
∫ ∞

0

e−λ∗ tE
(
φ(Υ(t))

)
dt.

From Theorem 3.1 several statements follow, regarding the asymptotic behavior of
our random tree as seen from a randomly selected vertex ζ, chosen uniformly from Υ(t).
As typical examples we determine the asymptotic distribution of the number of children,
respectively, that of the whole subtree under the randomly chosen vertex, its kth ancestor,
respectively. That is: the asymptotic distribution of deg(ζ,Υ(t)) ∈ N, Υ(t)↓ζ ∈ G and

(Υ(t)↓ζ(k) , ζ↓k) ∈ G(k).
In order to formulate these consequences of Theorem 3.1 we need to introduce some

more notation. Let G ∈ G and one of its historical orderings s = (s0, s1, . . . , s|G|−1) ∈
S(G) be fixed. The historical sequence of total weights are defined as

W (G, s, i) := W (G(s, i)) (10)
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for 0 ≤ i ≤ |G| − 1 while the respective weights of the appearing vertices are defined as

w(G, s, i) := w
(
deg

(
(si)

1, G(s, i− 1)
))

. (11)

for 1 ≤ i ≤ |G| − 1. Since deg ((si)
1, G(s, i− 1)) is the degree of si’s parent just before si

appeared, w(G, s, i) is the rate with which our random tree process jumps from G(s, i−1)
to G(s, i).

Given the weight function w : N → R+ satisfying condition (M) and λ∗ defined as
before define

pw(k) :=
λ∗

λ∗ + w(k)

k−1∏
i=0

w(i)

λ∗ + w(i)
,

πw(G) :=
∑

s∈S(G)

λ∗

λ∗ +W (G)

|G|−2∏
i=0

w(G, s, i+ 1)

λ∗ +W (G, s, i)
.

Theorem 3.2. Consider a weight function w which satisfies condition (M) and let λ∗ be
defined as before. Then the following limits hold almost surely:

(a) For any fixed k ∈ N

lim
t→∞

|{x ∈ Υ(t) : deg(x,Υ(t)) = k}|
|Υ(t)|

= pw(k).

(b) For any fixed G ∈ G

lim
t→∞

∣∣∣{x ∈ Υ(t) : Υ(t)↓x = G}
∣∣∣

|Υ(t)|
= πw(G).

(c) For any fixed (G, u) ∈ G(k)

lim
t→∞

∣∣∣{x ∈ Υ(t) : (Υ(t)↓x(k) , x↓k) = (G, u)}
∣∣∣

|Υ(t)|
= πw(G).

Furthermore, the functions pw,πw are probability distributions on N and G, respec-
tively, and πw is steady (i.e. identity (8) holds).

Remark 3.1. Parts (a), (b) and (c) of Theorem 3.2, in turn, give more and more
information about the asymptotic shape of the randomly growing tree Υ(t), as seen from
a random vertex ζ chosen with uniform distribution. Part (a) identifies the a.s. limit as
t → ∞, of the degree distribution of ζ. Part (b) identifies the a.s. limit as t → ∞, of the
distribution of the progeny of ζ. Finally, part (c) does the same for the distribution of
the progeny of the kth ancestor of the randomly selected vertex with the position of this
vertex marked.
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Remark 3.2. From part (c) it is easy to derive the asymptotic distribution of the progeny
of the kth ancestor of the randomly selected vertex (as a rooted ordered tree without any
marked vertices):

lim
t→∞

∣∣∣{x ∈ Υ(t) : Υ(t)↓x(k) = G}
∣∣∣

|Υ(t)|
= πw(G)

∣∣G[k]

∣∣ .
The limit is the size-biased version of πw(G), with the biasing done by the size of the kth

generation.

Remark 3.3. Since the distribution πw is steady, part (c) identifies the asymptotic dis-
tribution of the whole family tree of the randomly selected vertex ζ (relatives of arbitrary
degree included). Hence asymptotically, as t → ∞, the tree Υ(t) viewed from a random
vertex ζ will have the following structure (we omit the precise formulation):
– there exists an infinite path of ancestors ζ1, ζ2, ζ3, . . . ‘going back in time’,
– we have finite ordered random trees rooted at each vertex of this path,
– the tree rooted at ζk with the position of ζ marked on it has distribution π

(k)
w on G(k)

where π
(k)
w (G, u) = πw(G).

A related graph limit definition had been introduced by Benjamini and Schramm, see
[4].

3.3.1 Linear weight function

In the linear case w(k) = αk + β (α, β > 0) all computations are rather explicit. In
this case the asymptotic degree distribution pw (computed in [8], [32]) is reproduced,
of course. But even in this simplest case the asymptotic distribution πw of the subtree
under a randomly selected vertex seems to be new.

For sake of completeness, in the rest of this section we perform these (explicit and
straightforward) computations for the linear case. Multiplying the rate function with
a positive constant only means the rescaling of time in our model thus it is enough to
consider w(k) = k + β (with β > 0). In this case it is straightforward to compute that
condition (M) holds, ρ̂(λ) = β

λ−1
, λ = 1 and λ∗ = 1 + β. Thus both Theorems 3.1 and

3.2 hold.
For the asymptotic degree distribution we get

pw(k) = (1 + β)
(k − 1 + β)k

(k + 1 + 2β)k+1

,

where we used the shorthanded notation

(x)k :=
k−1∏
i=0

(x− i) =
Γ(x+ 1)

Γ(x− k + 1)
, k = 0, 1, 2, . . . .

For the calculation of πw(G) first we show that the sum which defines it contains
identical elements. In order to avoid heavy notation, during the following computations
we will use n := |G| − 1 and deg(x) instead of deg(x,G).
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Clearly, for any s ∈ S(G)

n−1∏
i=0

w(G, s, i+ 1) =
∏
x∈G

deg(x)−1∏
j=0

w(j)

 =
∏
x∈G

(deg(x)− 1 + β)deg(x).

(Actually, the first equality holds for every weight function w.) It is also easy to see that
for any G ∈ G

W (G) =
∑
x∈G

(deg(x) + β) = |G| (1 + β)− 1,

thus for any s ∈ S(G)

λ∗

λ∗ +W (G)

n−1∏
i=0

1

λ∗ +W (G, s, i)
=

1

(1 + β)n(n+ 2− (1 + β)−1)n+1

.

Therefore

πw(G) = |S(G)|
∏

x∈G(deg(x)− 1 + β)deg(x)

(1 + β)n(n+ 2− (1 + β)−1)n+1

.

In the β = 1 case (i.e. if we consider random tree proposed in [3]) the previous calculations
give

pw(k) =
4

(k + 1)(k + 2)(k + 3)

and

πw(G) =
2 |S(G)|

(2 |G|+ 1)!!

∏
x∈G

deg(x)!.

The value of |S(G)| cannot be written as the function of degrees of G only, but one can
compute it using the values |G↓x| for x ∈ G. For a given G and x = (x1, x2, . . . , xn) ∈ G
let us introduce the following notations (these will not be used in the other parts of the
dissertation):

B(x) := {y ∈ G : y = (x1, x2, . . . , xn−1, k), k > xn},

a(x) := max(|G↓x| − 1, 1), b(x) := max
(∑

y∈B(x) |G↓x| , 1
)
.

For a G ∈ G with |G| > 1

|S(G)| = (|G| − 2)!
∏

x∈G,x ̸=∅

a(x)−1b(x)−1.

The proof is a simple exercise and is left to the reader of the dissertation.
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3.4 Convergence in probability

In this section we present a proof of the convergence in probability of certain ratios of
variables, see Theorem 3.3 below. The result formulated here exists in a stronger form,
namely, the convergence holds in the almost sure sense, as stated by Theorem A in
Section 3.5. The proof presented here, though, uses more elementary methods and it is
probabilistically instructive.

In order to simplify technicalities, we restrict the class of weight functions from those
satisfying condition (M), see Section 2.2.2 to a somewhat smaller, but still very wide
class. We demand in this section that

w(k) = kγ + v(k) (12)

with some 0 < γ ≤ 1 and v(k) = o(kγ) as k → ∞, which implies that the weight function
varies regularly. Note that this way w(k) → ∞ as k → ∞, but monotonicity for w is not
required.

Let us fix w(0) = 1, which can be done without loss of generality, since multiplying
all w(k) by a constant just corresponds to rescaling time in the continuous time model.

Let λ∗ be the constant defined by (9), and with the letters Φ and Ψ we denote positive
bounded functions Φ,Ψ : G → R.

Define
ZΦ

t :=
∑

x∈Υ(t)

Φ(Υ(t)↓x)

(the analogous definition in Section 3.5 is (26)). We use the notation

κ := −∂λρ̂(λ)
∣∣∣
λ=λ∗

=

∫ ∞

0

te−λ∗tρ(t) dt < ∞ . (13)

(the analogous definition in Section 3.5 is (27)). We also introduce the notation

Φ̂(λ) :=

∫ ∞

0

e−λsE (Φ(Υ(s))) ds . (14)

Theorem 3.3. Let w satisfy condition (12). Then

ZΦ
t

ZΨ
t

→ Φ̂(λ∗)

Ψ̂(λ∗)
in probability, as t → ∞ .

Remark 3.4. An analogous theorem is valid for any w satisfying (M), and convergence
holds in the almost sure sense, see Theorem 3.5 in Section 3.5.

To prove Theorem 3.3 we need Lemmas 3.1, 3.2 and 3.3 below.

Lemma 3.1.

E(e−λ∗tZΦ
t ) →

1

κ
Φ̂(λ∗) =: dΦ, as t → ∞. (15)
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Remark 3.5. See Section 3.5 and Theorem 3.5 therein for the analogous, more general
result. There we see that e−λ∗tZΦ

t itself converges almost surely to a random variable with
the appropriate expectation.

Proof. The key observation is the so-called basic decomposition, namely that

ZΦ
t = Φ(Υ(t)) +

∑
j∈N

Z
Φj

t−τj , (16)

where j runs over the children of the root, Φj(G) := Φ(G↓j), and recall that τj is the
birth time of vertex j.

The advantage of this formula is due to the fact that given the sequence (τj)j∈Z+ , Z
Φj

t

has the same conditional distribution as ZΦ
t−τj

.

At this point observe that if ZΦ
t is of some exponential order eλt, then λ must be

the one defined by equation (9). This can be seen if we take expectation of both sides
in equation (16), supposing that limt→∞ e−λtZΦ

t exists almost surely (and is a non-zero,
finite random variable, with finite expectation), we can write

E( lim
t→∞

e−λtZΦ
t ) =

∑
j∈N

E
(
e−λτj lim

t→∞
e−λ(t−τj)Z

Φj

t−τj

)
=
∑
j∈N

E
(
e−λτj

)
E
(
lim
t→∞

e−λ(t−τj)Z
Φj

t−τj

)
= E

(∑
j∈N

e−λτj

)
E
(
lim
t→∞

e−λtZΦ
t

)
,

since limt→∞ e−λ(t−τj)Z
Φj

t−τj

d
= limt→∞ e−λtZΦ

t .
So if the limit exists almost surely, and is non-zero and finite, with finite expectation,

then

E

(∑
j∈N

e−λτj

)
= ρ̂(λ) = 1

must hold (compare with (9)).
For the convergence itself, using the notation

mΦ
t := E

(
ZΦ

t

)
, (17)

taking expectation on both sides of (16) in two steps (first conditionally on (τj)j∈Z+ , then
taking expectation regarding (τj)j∈Z+), we get

mΦ
t = E(Φ(Υ(t))) +

∫ t

0

mΦ
t−sρ(s) ds . (18)

Taking the Laplace transform of both sides, we have

m̂(λ) = Φ̂(λ) + m̂(λ)ρ̂(λ) ,
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so formally

m̂(λ) =
Φ̂(λ)

1− ρ̂(λ)
.

From condition (M) it follows that there is an interval of positive length below λ∗ where
the Laplace transform is finite, so 1/(1− ρ̂(λ)) has a simple pole at λ∗ (it is easy to check
that ρ̂′(λ∗) < 0 and ρ̂′′(λ∗) > 0). Taking series expansion and inverse Laplace transform
results that

mΦ
t =

1

κ
Φ̂(λ∗) eλ

∗t + o(eλ
∗t) ,

so, indeed, the statement of the lemma holds.

Recall the notation in Section 2.2.2, the birth times of the vertices in the first gener-
ation of the tree, (τj)j>0, constitute the point process X. Similarly to the notation for
the density function ρ, let us denote the second correlation function by ρ2, namely, for
u ̸= s, let

ρ2(u, s) := lim
ε,δ→0

(εδ)−1P ((u, u+ ε) and (s, s+ δ) both contain a point from X) , (19)

and we define it to be 0 if u = s.
The following estimates are needed.

Lemma 3.2. Suppose that w satisfies the conditions described in the beginning of Section
3.4. Then

(a)

C1 :=

∫ ∞

0

e−2λ∗sρ(s) ds < 1 , (20)

(b)

C2 :=

∫ ∞

0

∫ ∞

0

e−λ∗(u+s)ρ2(u, s) du ds < ∞ . (21)

Proof. The first statement is obvious, considering that∫ ∞

0

e−2λ∗sρ(s) ds = ρ̂(2λ∗) < ρ̂(λ∗) = 1 ,

since ρ̂ strictly decreases and λ∗ > 0. As for statement (21), write C2 as follows:

C2 = 2
∑
1≤i<j

E(e−λ∗(τi+τj)).

Since for any i < j, τj can be decomposed as the sum of the two independent variables
τj = τi + (τj − τi), it can be seen that

E(e−λ∗τj) = E(e−λ∗τie−λ∗(τj−τi)) = E(e−λ∗τi)E(e−λ∗(τj−τi)),
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It now follows that

C2 = 2
∑
1≤i<j

E(e−2λ∗τi)E(e−λ∗(τj−τi)) = 2
∑
1≤i<j

E(e−2λ∗τi)
E(e−λ∗τj)

E(e−λ∗τi)
.

From here we get the estimate

C2 = 2
∑
1≤i<j

E
(
e−λ∗τj

)
E (e−λ∗τi)

E
(
e−2λ∗τi

)
≤ 2

(∑
i

E
(
e−2λ∗τi

)
E (e−λ∗τi)

)(∑
j

E
(
e−λ∗τj

))
,

where the second sum is just ρ̂(λ∗) = 1, while the first is

∞∑
n=1

n−1∏
k=0

λ∗ + w(k)

2λ∗ + w(k)
=

∞∑
n=1

n−1∏
k=0

(
1− λ∗

2λ∗ + w(k)

)
.

So far this was all general, but under the specific assumptions (see (12)) on w, the
final expression is finite, as follows. If γ = 1 then the logarithm of the product is
−λ∗ log n + o(log n). This means that the sum is

∑
n−(λ∗−g(n)) for some g(n) → 0, thus

the sum is finite, since λ∗ is strictly greater than 1, by λ∗ > λ = 1. If 0 < γ < 1, then
the sum can be bounded by

∑
exp(−cn1−γ) for some c > 0.

This completes the proof of Lemma 3.2.

Lemma 3.3.
E(e−2λ∗tZΦ

t Z
Ψ
t ) → CΦ̂(λ∗)Ψ̂(λ∗)

for some constant C > 0. (This constant depends on the weight function w).

Proof. According to the basic decomposition, we can write

ZΦ
t Z

Ψ
t = Φ(Υ(t))Ψ(Υ(t))

+Φ(Υ(t))
∞∑
j=1

Z
Ψj

t +Ψ(Υ(t))
∞∑
j=1

Z
Φj

t

+
∞∑
j=1

Z
Φj

t Z
Ψj

t +
∞∑
i ̸=j

ZΦi
t Z

Ψj

t .

Taking expectation yields

mΦ,Ψ
t := E(ZΦ

t Z
Ψ
t ) = E (Φ(Υ(t))Ψ(Υ(t)))

+E

(
Φ(Υ(t))

∞∑
j=1

Z
Ψj

t +Ψ(Υ(t))
∞∑
j=1

Z
Φj

t

)

+

∫ t

0

mΦ,Ψ
t−s ρ(s) ds+

∫ t

0

∫ t

0

mΦ
t−um

Ψ
t−sρ2(u, s) du ds , (22)
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recall the notation mΦ
t = E(ZΦ

t ) from (17).
After multiplying the equation by e−2λ∗t, we can easily identify the limit (as t → ∞)

of the first, second and fourth terms in (22), as follows.
First term: since Φ and Ψ are bounded, limt→∞ e−2λ∗tE (Φ(Υ(t))Ψ(Υ(t))) is trivially

0.
Second term: let Φ be bounded by the constant D < ∞, then

e−2λ∗tE

(
Φ(Υ(t))

∞∑
j=1

Z
Ψj

t

)
≤ De−2λ∗t

∫ t

0

mΨ
t−sρ(s) ds

= De−2λ∗t
(
mΨ

t − E(Ψ(Υ(t))
)
,

the limit of which is 0 since mΨ
t is of order eλ

∗t (see (18)), and since Ψ is bounded.
Fourth term: Let us introduce m̃Φ

t := e−λ∗tmΦ
t , and m̃Φ,Ψ

t := e−2λ∗tmΦ,Ψ
t . By Lemma

3.1, limt→∞ m̃Φ
t = dΦ and limt→∞ m̃Ψ

t = dΨ. With these, and using Lemma 3.2,

lim
t→∞

∫ t

0

∫ t

0

m̃Φ
t−sm̃

Ψ
t−ue

−λ∗(u+s)ρ2(u, s) du ds = C2dΦdΨ,

by dominated convergence.
This way we see

m̃Φ,Ψ
t =

∫ t

0

m̃Φ,Ψ
t−s e

−2λ∗sρ(s) ds+ C2dΦdΨ + εt , (23)

where εt → 0 as t → ∞.
Now let us assume for a moment that the limit dΦ,Ψ := limt→∞ m̃Φ,Ψ

t does exist, and
is finite. In this case dominated convergence could also be used in the third (normalized)
term of (22), and the following would be true:

lim
t→∞

∫ t

0

e−2λ∗tmΦ,Ψ
t−s ρ(s) ds = lim

t→∞

∫ t

0

m̃Φ,Ψ
t−s e

−2λ∗sρ(s) ds = C1dΦ,Ψ ,

recall the notation and result in Lemma 3.2.
This way if m̃Φ,Ψ

t was convergent, then its limit could only be

dΦ,Ψ =
C2

1− C1

dΦdΨ ,

recall that C1 < 1, by Lemma 3.2.
To show that the limit really exists, first note that m̃Φ,Ψ

t is bounded. This is true
since with MΦ,Ψ

t := sups<t m̃
Φ,Ψ
s and MΦ := sups>0 m̃

Φ
s , we get

MΦ,Ψ
t ≤ E +MΦ,Ψ

t C1 +MΦMΨC2 ,

where E is an upper bound for εt. This way MΦ,Ψ
t is bounded by a constant independent

of t (again, C1 < 1), thus m̃Φ,Ψ
t is bounded.
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Let us introduce the difference of m̃Φ,Ψ
t and its supposed limit,

nt := m̃Φ,Ψ
t − C2

1− C1

dΦdΨ (24)

and rearrange equation (23),

nt =

∫ t

0

nt−se
−2λ∗sρ(s) ds+ ε̄t ,

where ε̄t → 0 as t → ∞.
Since we have shown that m̃Φ,Ψ

t is bounded, so is nt. Let Nt := sups≥t |ns|, Ēt :=
sups≥t |ε̄s|, and fix arbitrarily 0 < u < t0. For these and for all t > t0

|nt| ≤ |Ēt|+
∣∣∣∣∫ u

0

nse
−2λ∗(t−s)ρ(t− s) ds

∣∣∣∣
+

∣∣∣∣∫ t

u

nse
−2λ∗(t−s)ρ(t− s) ds

∣∣∣∣ .
Recall that

∫∞
0

e−λ∗tρ(t) dt = ρ̂(λ∗) = 1 and
∫∞
0

e−2λ∗tρ(t) dt = ρ̂(2λ∗) = C1, and thus

|nt| ≤ Ēt0 + e−λ∗(t−u)N0 +NuC1 .

This way
Nt0 ≤ Ēt0 + e−λ∗(t0−u)N0 +NuC1 .

Letting t0 → ∞ with u remaining fixed,

N∞ ≤ NuC1 ,

and now letting u → ∞
N∞ ≤ N∞C1 .

Since C1 < 1 this means that N∞ = 0, so m̃Φ,Ψ
t is convergent and its limit is

lim
t→∞

m̃Φ,Ψ
t = lim

t→∞
e−2λ∗tE(ZΦ

t Z
Ψ
t ) =

C2

1− C1

dΦdΨ ,

as stated by the lemma.

Now we are ready to prove Theorem 3.3.

Proof of Theorem 3.3. Let At := e−λ∗tZΦ
t and Bt := e−λ∗tZΨ

t . Denote the limits of their
expectations a := limt→∞E(At) and b := limt→∞E(Bt). From Lemma 3.3 we see that
E(AtBt) → C̃ab, and also E(A2

t ) → C̃a2 and E(B2
t ) → C̃b2, for some constant C̃ > 0.

This implies that
E
(
(bAt − aBt)

2
)
→ 0

so (bAt − aBt) → 0 in L2 and thus in probability, too.
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Now fix any positive δ, η > 0, then

P

(∣∣∣At

Bt

− a

b

∣∣∣ > δ

)
=

P

({∣∣∣At

Bt

− a

b

∣∣∣ > δ

}
∩ {Bt ≥ η}

)
+P

({∣∣∣At

Bt

− a

b

∣∣∣ > δ

}
∩ {Bt < η}

)
≤ P

(∣∣bAt − aBt

∣∣ > bδη
)
+P(Bt < η).

Since the first term tends to 0 by the previous observation, it remains to show that in
the limit, Bt does not have a positive mass at 0, and then the statement of the theorem
is true.

But since (Bt)t>0 is tight, being bounded in L1, in every subsequence there is a sub-
subsequence (tn)n>0 along which Btn converges weakly to some random variable Y . By
(16) for this variable, in distribution,

Y =
∞∑
j=1

e−λ∗τjYj ,

where the Yj are iid with the same distribution as Y .
This means that

P(Y = 0) = P(Yj = 0 for all j) = lim
k→∞

(P(Y = 0))k .

It follows that if Y had a positive mass at 0, then Y would be a random variable that is
almost surely 0. Since we know that its expectation tends to a positive limit, this could
only happen if E(B2

t ) converged to ∞, but in fact it converges to a finite positive limit,
according to Lemma 3.3. Thus, Y does not have a positive mass at 0, so the statement
of Theorem 3.3 holds.

3.5 Branching processes

The random tree model, defined in continuous time, has the big advantage that it fits
into the framework of the well-established theory of general branching processes. We give
a brief introduction to the fundamentals and state the theorems that we rely on in our
proofs. We do not give a broad survey on the most general types of branching processes
here, we choose to focus on the results which may be applied to our process. For more
details see the monograph [22] or the papers [23], [35], [37] and the references therein.
For a survey on branching processes, trees and superprocesses, see [28].

In the case of a general branching process, there is a population in which each in-
dividual reproduces at ages according to i.i.d. copies of a random point process ξ on
[0,∞). We denote by ξ(t) the ξ-measure of [0, t], this the random number of children an
individual has up to time t.
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The individuals in the population are labelled with the elements of N , as described
in Section 2.1 (see (2.1)). The basic probability space is

(Ω,A, P ) =
∏
x∈N

(Ωx,Ax, Px),

where (Ωx,Ax, Px) are identical spaces on which ξx are distributed like ξ.
For each x ∈ N there is a .↓x shift defined on Ω by

(ω↓x)y = ωxy,

in plain words, ω↓x is the life of the progeny of x, regarding x as the ancestor.
The birth times τx of the individuals are defined in the obvious way: τ0 = 0 and if

x′ = xn with n ∈ Z+ then

τx′ = τx + inf{t : ξx(t) ≥ n}. (25)

The branching process is often counted by a random characteristic, this can be any
real-valued process {Φ : R× Ω → R}. For each individual x, Φx is defined by

Φx(t, ω) = Φ(t, ω↓x), (26)

in plain words Φx(t) denotes the value of Φ evaluated on the progeny of x, regarding x
as the ancestor, at the time when x is of age t. We can think about Φx(t) as a ‘score’
given to x when its age is t. With this,

ZΦ
t =

∑
x∈N

Φx(t− τx)

is the branching process counted by the random characteristic Φ (the ‘total score’ of the
population at time t).

For our applications we only consider random characteristics which are 0 for t < 0
and equal to a bounded deterministic function of the rooted tree for t ≥ 0.

This means that only those individuals contribute to ZΦ
t which are born up to time

t and their contribution is a deterministic function of their progeny tree. (Random
characteristics may be defined in a more general way, see e.g. [22], [23].) One of the
important examples is Φ(t) = 11{t ≥ 0} when ZΦ

t is just the total number of individuals
born up to time t.

The Laplace-transform of dξ(t) will be of great importance, we denote this random
variable by:

ξ̂(λ) :=

∫ ∞

0

e−λt dξ(t).

We shall be interested in supercritical, Malthusian processes, meaning that there exists
a finite 0 < λ∗ < ∞ (the so-called Malthusian parameter) for which

E ξ̂(λ∗) = 1,

29



and also

κ = −∂λ

(
E ξ̂(λ)

) ∣∣∣
λ=λ∗

= E

∫ ∞

0

te−λ∗t dξ(t) < ∞. (27)

(The last property means that the process is Malthusian and the first means that it is
supercritical.) Also, we require the reproduction to be non-lattice, which means that the
jumps of ξ(t) cannot be supported by any lattice {0, d, 2d, . . . }, d > 0 with probability
one.

We quote here a weaker form of Theorem 6.3 from [35], using its extension which
appears in Section 7 of the same paper. This way the conditions of the original theorem
are fulfilled automatically.

Theorem A (Nerman, [35]). Consider a supercritical, Malthusian branching process with
Malthusian parameter λ∗, counted by two random characteristics Φ(t) and Ψ(t) which
have the properties described above (i.e. they are 0 for t < 0 and a deterministic bounded
function of the progeny tree for t ≥ 0). Suppose that there exists a λ < λ∗ for which

E ξ̂(λ) < ∞.

Then almost surely

ZΦ
t

ZΨ
t

→ Φ̂(λ∗)

Ψ̂(λ∗)
as t → ∞,

where Φ̂(λ) =
∞∫
0

exp(−λt)E(Φ(t)) dt.

In Theorems 3.1 and 3.2, we determined the asymptotic ratio of vertices in Υ(t)
satisfying certain properties. The proofs of these Theorems rely on Theorem A above.

It is also natural to ask questions about the asymptotic number of the respective
vertices, as we will do so in Section 4. This essentially requires to study the asymptotic
behavior of ZΦ

t for a suitable random characteristic Φ. Here we give two of the results
in the framework of general branching processes that relate to this subject, and we will
refer to these Theorems in Section 4.

As we have seen in Section 3.4, Lemma 3.1,

E(e−λ∗tZΦ
t ) →

1

κ
Φ̂(λ∗) , (28)

thus we need to divide ZΦ
t by eλ

∗t to get something non-trivial. We quote here a weaker
form of Theorem 5.4 of [35].

Theorem B (Nerman, [35]). Consider a supercritical, Malthusian branching process
with Malthusian parameter λ∗. Suppose that condition (M) holds and Φ is a random
characteristic with properties described before. Then almost surely

e−λ∗tZΦ
t → 1

κ
Φ̂(λ∗)Θ̃ , as t → ∞ , (29)

where Θ̃ is a random variable that does not depend on Φ.
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The necessary and sufficient condition for the random variable Θ̃ to be a.s. positive
is the so-called x log x property of the reproduction process ξ:

E(ξ̂(λ∗) log+ ξ̂(λ∗)) < ∞ . (L)

We quote Theorem 5.3 of [23].

Theorem C (Jagers-Nerman, [23]). Consider a supercritical, Malthusian branching pro-
cess with Malthusian parameter λ∗. If condition (L) holds then Θ̃ > 0 a.s. and E(Θ̃) = 1;
otherwise Θ̃ = 0 a.s.

Remark 3.6. This theorem is the generalization of the Kesten-Stigum theorem, which
states this fact for Galton-Watson processes (see [24]).

We do not intend to identify the necessary and sufficient condition on the weight
function w in the random tree model which would guarantee that the corresponding
reproduction process possesses property (L), still we will give certain sufficient conditions
for Theorem B and Theorem C in Section 4. There, we will also derive results for the
random variable Θ̃, in the case of a special choice of Φ.

3.6 Proofs of results

Proof of Theorem 3.1. Consider the continuous time branching process where the repro-
duction process ξ(t) is the Markovian pure birth process X(t), with rate function w,
described at the beginning of Section 2.2.

Clearly, the time-evolution of the population has the same distribution as the evolu-
tion of the continuous time random tree model corresponding to the weight function w.
The vertices are the respective individuals and edges are the parent-child relations.

It is also not hard to see that the function E ξ̂(λ) for the branching process is the
same as ρ̂(λ) which means that by condition (M) we may apply Theorem A with ap-
propriate random characteristics. Given any bounded function φ : G → R, setting the
characteristics Φ,Ψ as Φ(t) := φ(Υ(t)) 11{t ≥ 0} and Ψ(t) := 11{t ≥ 0} we get exactly
the statement of Theorem 3.1.

Proof of Theorem 3.2. (a) Apply Theorem 3.1 with the function

φ(G) := 11{deg(∅, G) = k}.

This gives that

lim
t→∞

|{x ∈ Υ(t) : deg(x,Υ(t)) = k}|
|Υ(t)|

= λ∗
∫ ∞

0

e−λ∗ tP
(
deg(∅,Υ(t)) = k

)
dt,

almost surely. By the definition of τk (see (25)):

P
(
deg(∅,Υ(t)) = k

)
= P

(
τk < t

)
−P

(
τk+1 < t

)
.
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Since

λ∗
∫ ∞

0

e−λ∗ tP
(
τk < t

)
dt = E

(
e−λ∗τk

)
,

and τk is the sum of independent exponentially distributed random variables with pa-
rameters w(0), w(1), . . . , w(k − 1), we get

λ∗
∫ ∞

0

e−λ∗ tP
(
deg(∅,Υ(t)) = k

)
dt =

λ∗

λ∗ + w(k)

k−1∏
i=0

w(i)

λ∗ + w(i)
.

This completes the proof of part (a) of the Theorem.
Note that since

pw(k) =
k−1∏
i=0

w(i)

λ∗ + w(i)
−

k∏
i=0

w(i)

λ∗ + w(i)

is a telescopic sum adding up to 1, pw is indeed a probability distribution on N.

(b) Let G ∈ G be fixed and denote n = |G| − 1. We apply Theorem 3.1 with φ(H) =
11(H = G). We need to compute

λ∗
∫ ∞

0

e−λ∗ tP
(
Υ(t) = G

)
dt.

Consider the following random stopping times:

τG := sup{t ≥ 0 : Υ(t) ⊆ G},
τ ′G := sup{t ≥ 0 : Υ(t) ( G}.

That is: τG is the birth time of the first vertex not in G, while τ ′G is the minimum of τG
and the time when we first have Υ(t) = G, if the latter ever happens. Since

P
(
Υ(t) = G

)
= P

(
Υ(t) ⊆ G

)
−P

(
Υ(t) ( G

)
= P

(
t < τG

)
−P

(
t < τ ′G

)
,

we get that

λ∗
∫ ∞

0

e−λ∗ tP
(
Υ(t) = G

)
dt = E

(
e−λ∗τ ′G − e−λ∗τG

)
= E

(
(e−λ∗τ ′G − e−λ∗τG)11{τ ′G < τG}

)
.

Note that by the definition we always have τ ′G ≤ τG. The event {τ ′G < τG} means
that there is a t when Υ(t) = G. On this event τ ′G gives the time when we first have
Υ(t) = G and τG gives the appearance of the next vertex. Given the event {τ ′G < τG},
the conditional distribution of τG − τ ′G is exponential with parameter W (G) and it is
(conditionally) independent of τ ′G. This leads to

E
(
(e−λ∗τ ′G − e−λ∗τG)11{τ ′G < τG}

)
=

λ∗

λ∗ +W (G)
E
(
e−λ∗τ ′G11{τ ′G < τG}

)
.
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Now, it is clear that the following two events are actually the same{
τ ′G < τG

}
=
{
(η0, . . . , ηn) = (s0, . . . , sn) for some s ∈ S(G)

}
.

This implies that

E
(
e−λ∗τ ′G11{τ ′G < τG}

)
=
∑

s∈S(G)

E
(
e−λ∗Tn11{(η0, . . . , ηn) = (s0, . . . , sn)}

)
.

For Tn see (5) and the definition below it. Given s ∈ S(G) fixed

P
(
(η0, . . . , ηn) = (s0, . . . , sn)

)
=

n−1∏
i=0

w(G, s, i+ 1)

W (G, s, i)
.

(See (4), (10) and (11) for the definitions.) Also, if s ∈ S(G) is fixed then condi-
tionally on the event {(η0, . . . , ηn) = (s0, . . . , sn)} the random variables Tk+1 − Tk,
k = 0, 1, . . . , n − 1, are independent and exponentially distributed with parameters
W (G, s, k), k = 0, 1, . . . , n−1, respectively. This is an easy exercise: it may be proved by
using the ‘lack of memory’ of the exponential distribution and the fact that the minimum
of independent exponentially distributed random variables with parameters ν1, ν2, . . . , νl
is also exponentially distributed with parameter

∑l
i=1 νi. Hence it is straightforward to

get

E
(
e−λ∗Tn11{(η0, . . . , ηn) = (s0, . . . , sn)}

)
=

n−1∏
i=0

w(G, s, i+ 1)

λ∗ +W (G, s, i)
.

Collecting our previous calculations part (b) of Theorem 3.2 follows.
Using the identity

πw(G) = λ∗
∫ ∞

0

e−λ∗ tP
(
Υ(t) = G

)
dt,

and the fact that |Υ(t)| is finite for every t with probability 1 it is straightforward to
prove that πw is indeed a probability distribution on G.
(c) This is straightforward since for any H ∈ G and (G, u) ∈ G(k) we have∣∣{x ∈ H : (H↓x(k) , x↓k) = (G, u)}

∣∣ = |{x ∈ H : H↓x = G}|.

The statement now follows from part (b).

The only thing left to prove is that πw satisfies (8), i.e. it is steady. First observe, that
if G0 ∈ G is fixed and ζ is a uniformly chosen random vertex in G0 then the distribution
of Γ := (G0)↓ζ (which is a probability distribution on G) is steady. (This follows by simple
counting.) Equation (8) is linear in π, therefore mixtures of steady distributions are also
steady. Thus, if ζ is a uniformly chosen random vertex in Υ(t) then the distribution of
Υ(t)↓ζ (which is a random probability distribution on G) is also steady. By part (b) with
probability one these distributions converge (in distribution) to πw and from this an easy
consideration shows that πw must satisfy (8).
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4 Global properties

4.1 Introduction

The results in Section 3 focus on the local properties of the random tree, namely, they
give results concerning the neighbourhood of a uniformly random vertex, which is chosen
from the tree after a long time of tree evolution. In this Section we concentrate on global
properties of the limiting tree.

One of the first global questions about the continuous time model is the speed of the
tree growth. We have already seen results that show that the size of the tree at time t
is of order exp(λ∗t). There are several results about the limit distribution, as t → ∞,
if we scale by this order. Moreover, in certain subclasses of the weight function, the
momentums of the distribution can be calculated, as we will see in Section 4.3.

It is also natural to pose the following question. Let us fix a vertex, say the first
vertex in the first generation (first child of the root). What is the “limiting success level”
of this vertex, compared to the other vertices in the same generation? What we mean
by this is the number of descendants of this vertex, after a long time of tree evolution,
compared to the number of descendants of its brothers.

Another formulation of the same question is to fix a vertex, let the tree grow for
a long time, then choose a vertex uniformly at random from the big tree, and ask the
probability that this random vertex is descendant of the fixed vertex. Clearly, if we look
at these limiting probabilities for let us say the first generation, we get a distribution,
itself being random, that codes an important information of the evolution of the tree.

If one looks at the system of these limiting (as time evolution of the tree tends to
infinity) random distributions on the different generations of the tree, it is tempting to
ask something about the limiting measure of this system, when letting the generation
level tend to infinity. We will define the above concepts properly, and will denote this
overall limiting measure by µ.

Having a random measure in our hand, which describes a global property of the
limiting infinite system, it is natural to ask about the Hausdorff (and packing) dimension
of this measure. On the other hand, the dimension of the measure depends on a parameter
of the underlying metric, which is arbitrary. To rule out this (trivial) dependence, it is
usual to ask about the entropy of the limiting measure, which depends on the growth
process only. This is the natural equivalent of the dimension from a dynamical point of
view.

The key to our results is a Markov process appearing naturally in the construction of a
µ-typical leaf of the tree. After some discussion of the tree structure, the Markov property
will be easy to see. Some technical difficulties will arise from the non-compactness of the
state space.

The model choice is special in the sense that we only allow a finite degree for each
vertex, but it is general in the sense that after having fixed the maximum number of
children K a vertex may have, the weight function w, which determines the rule of
attachment, can be any positive-valued function on {0, 1, . . . , K − 1}.
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This Section relies on the paper [42], joint work with Imre Péter Tóth, and on the
survey [40], joint work with Bálint Tóth.

Structure of the present section

The present Section is structured as follows. We introduce some additional notation,
and also repeat some facts from Section 3 that we need, in Section 4.2. After that, we
focus on the asymptotic growth of the tree, with the appropriate scaling, in Section 4.3,
first recalling some earlier results and giving general arguments, then going into detailed
calculations about the momentums of the distribution in two special choices of the weight
funtion. Namely, in Section 4.3.1 we investigate the linear case, and then in Section 4.3.2
we turn our attention to the class of models with Bounded Degree. After this, we will
keep this model and stick to it throughout the whole section.

In Section 4.4 we identify random measures on the finite generation levels of the tree
in the t → ∞ limit, and then take the limit of these, as the generation level tends to
infinity. This way, a random measure is defined on the leaves of the infinite tree, in
Section 4.4.1, and this measure is the limiting object that we are interested in. For the
sake of the dissertation to be self contained, we briefly review the definitions of local
dimension, Hausdorff dimension and packing dimension of measures, in Section 4.4.2.

After all this, we are ready to state our results in Section 4.5. The proofs are struc-
tured into three subsections. In Section 4.6 we give the main line of the proofs of The-
orems 4.1 and 4.2, but delay the proofs of certain auxiliary lemmas to Section 4.7, and
then we conclude with the calculation of the entropy in Section 4.8, which constitutes
the proof of Theorem 4.3.

4.2 Notation and model choice

Except for a short subsection (see Section 4.3.1), we will restrict our weight function to
the following class of functions.

We fix a positive integer K > 2, and we require the weight function to be zero above
K:

w(k) = 0, k ≥ K. (30)

As is clear from the model definition, see Section 2.2, this restriction makes sure that any
vertex can have at most K children. The vertices of the random tree are labeled with
elements of

N :=
∞∪
n=0

In,

as in (2.1), but now with the choice of I = {1, 2, . . . , K}. Since we require (30), the
weight function automatically fulfils (M), the condition stated in Section 2.2.2.

The same way as in Section 2.2.2, let τx be the birth time of vertex x, and σx the
time we have to wait for the appearance of vertex x, starting from the moment that its
birth is actually possible (e.g. when no other vertex is obliged to be born before him).
For the precise definition see (7).
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Recall also the function ρ̂ : (0,∞) → (0,∞) defined in (3) (see Section 2.2.2),

ρ̂(λ) := E
K∑
j=1

e−λτj =
K∑
j=1

j−1∏
i=0

w(i)

λ+ w(i)
.

Recall that the reason for the notation ρ̂ is that this function is the Laplace transform of
the density of the point process formed by birth times in the first generation of the tree,
see (3) in Section 2.2.2.

In the present section we use some of the results in Section 3, we list them here.

1. The equation
ρ̂(λ) = 1

has a unique root λ∗ > 0, the Malthusian parameter.

2. This λ∗ gives the rate of exponential growth of the tree size almost surely. The
normalized size of the tree converges almost surely to a random variable, which we
denote by

Θ := lim
t→∞

e−λ∗t|Υ(t)| . (31)

Remark 4.1. See Section 4.3 for results on the distribution of Θ.

3. Θ is almost surely positive, and

0 < EΘ < ∞,

which implies (also) that almost surely the process Υ(t) does not blow up in finite
time.

4. Moreover,
EΘ2 < ∞. (32)

The first statement is in our setting obvious from the definition, since we have assumed
2 ≤ K < ∞. The second and third follow from Theorem B and Theorem C in Section 3.5,
we will also refer to it in Section 4.3. The last statement is also implicit from Section 3.5,
the calculation for the variance is presented in Section 4.3.2. Alternatively, the finiteness
of the variance follows from Theorem 6.8.1 in [22], which states L2 convergence of the
normalized size under the condition E[(

∑K
i=1 e

−λ∗τi)2] < ∞, which is again obvious, since
K < ∞.

Remark 4.2. The process Υ(t) has an alternative construction, which we state here and
refer to later. Define a countably infinite number of independent random variables σ̃x,
indexed with the elements of N , as follows. Let σ̃∅ = 0, and for x = i1i2 . . . in, let σ̃x be
exponentially distributed with parameter w(in − 1). Denoting the parent of x by p(x), we
define τ̃∅ = 0 and

τ̃x = τ̃p(x) + σ̃p(x)1 + σ̃p(x)2 + . . .+ σ̃p(x)in .

It is straightforward that with Υ̃(t) := {x ∈ N : τ̃x ≤ t}, the process Υ̃ has the same
distribution as Υ.
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4.3 Asymptotic growth

The most natural question, already posed in Section 4.2 (see (31)) is how fast the tree
itself is growing, in the continuous time setting. In this subsection we derive results
regarding the distribution of Θ, in various choices of the weight function w.

Let us repeat here the two conditions (M) from Section 2.2.2, and (L) from Section
3.5, as well as Theorem B and Theorem C from Section 3.5. These are needed to derive
results on the limiting random variable Θ. Conditions M and L on the weight function
w are

lim
λ↘λ

ρ̂(λ) > 1 , (M)

E(ξ̂(λ∗) log+ ξ̂(λ∗)) < ∞ . (L)

Theorem B (Nerman, [35]). Consider a supercritical, Malthusian branching process
with Malthusian parameter λ∗. Suppose that condition (M) holds and Φ is a random
characteristic with properties described before. Then almost surely

e−λ∗tZΦ
t → 1

κ
Φ̂(λ∗)Θ̃ =: Θ , as t → ∞ , (33)

where Θ̃ is a random variable that does not depend on Φ.

Theorem C (Jagers-Nerman, [23]). Consider a supercritical, Malthusian branching pro-
cess with Malthusian parameter λ∗. If condition (L) holds then Θ̃ > 0 a.s. and E(Θ̃) = 1;
otherwise Θ̃ = 0 a.s.

If we choose the random characteristic as Φx(t) = 11{τx < t}, then ZΦ
t = |Υ(t)|. The-

orem B applies if condition (M) is fulfilled. We do not intend to identify the necessary
and sufficient condition on the weight function w which would guarantee that the corre-
sponding reproduction process possesses property (L). Still it is worth pointing out that
if w(k) → ∞ as t → ∞, then this property holds, thus by Theorem C, Θ is a.s. positive.

Lemma 4.1. If a weight function w satisfies condition (M) and w(n) → ∞, as n → ∞,
then the corresponding branching process satisfies condition (L).

Proof. We will prove the existence of the second moment of ξ̂(λ∗) from which condition

(L) trivially follows. Since ξ̂(λ∗) =
∑∞

i=1 e
−λ∗τk , we need

E

(
∞∑
k=1

e−λ∗τk

)2

< ∞. (34)

The random variables τk+1 − τk are independent exponentials for k = 0, 1, 2, . . . with
parameters w(0), w(1), . . . , respectively, thus a simple computation yields that the ex-
pression in (34) is equal to

−ρ̂(2λ∗) + 2
∞∑
i=0

i∑
j=0

(
j∏

l=0

w(l)

2λ∗ + w(l)

i∏
l=j+1

w(l)

λ∗ + w(l)

)
.
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Transforming the double sum on the right, we get

∞∑
i=0

(
i∏

l=0

w(l)

λ∗ + w(l)

)
i∑

j=0

j∏
l=0

λ∗ + w(l)

2λ∗ + w(l)
≤ sup

i

i∑
j=0

j∏
l=0

λ∗ + w(l)

2λ∗ + w(l)

where we also used ρ̂(λ∗) = 1. On the other hand,

i∑
j=0

j∏
l=0

λ∗ + w(l)

2λ∗ + w(l)
=

i∑
j=0

j∏
l=0

w(l)

λ+ w(l)

j∏
l=0

(λ+ w(l))(λ∗ + w(l))

w(l)(2λ∗ + w(l))
.

Let λ1 be an arbitrary value for which λ < λ1 < λ∗. Since w(l) → ∞, we have

(λ1 + w(l))(λ∗ + w(l))

w(l)(2λ∗ + w(l))
< 1

if l is large enough. This leads to

i∑
j=0

j∏
l=0

λ∗ + w(l)

2λ∗ + w(l)
< C

i∑
j=0

j∏
l=0

w(l)

λ1 + w(l)
< Cρ̂(λ1) < ∞,

by condition (M) which completes the proof of the lemma.

The distribution of Θ is usually hard to determine from the weight function w,
however, one can characterize its moment generating function ϕ(u) = Ee−uΘ. Us-
ing the idea of the basic decomposition (16) one can write the following equation for
f(u, t) := Ee−u|Υ(t)|

f(u, t) = e−uE
∏
j≥1

f(u, t− τj).

By Theorem B,
ϕ(u) = lim

t→∞
f(ue−λ∗t, t) (35)

which gives

ϕ(u) = E
∏
j≥1

ϕ(ue−λ∗τj).

It can be proved that this equation characterizes ϕ as there is no other bounded function
satisfying it with a right derivative −1 at 0. (See Theorem 6.8.3 in [22].)

4.3.1 Linear weight function

In this subsection we forget about the restriction that the degrees of the vertices are
maximized by K. Let us consider instead the case when the weight function is linear.
That is, for some α ≥ 0 and β > 0, for all k ∈ N, let the weight of a vertex of degree k
be

w(k) = αk + β .
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The corresponding Malthusian parameter (solution of (9)), is now λ∗ = α + β. For
the sake of computational simplicity it is convenient to re-scale w so that λ∗ = 1, thus
α = 1− β,

w(k) = (1− β)k + β , (36)

where 0 < β ≤ 1. Note that β = 1 is allowed, and means that the weight function
is constant, which corresponds to the Yule-tree model (see [45]). Also, for any integer
m > 1, we allow the choice of β = m

m−1
. In this case w linearly decreases, and it hits

level zero at m, meaning that each vertex can have at most m children.
When a new vertex is added to the system, the sum of the weights in the tree increases

by two terms, with 1 − β because of the parent, and with β because of the new vertex.
Thus, each time a new vertex is added, the total growth rate increases by 1, independently
of the choice of the parent. This intuitively explains why the size of the tree grows
exponentially in time, with parameter λ∗ = 1.

The previous observation means that Nt := |Υ(t)| is a Markov process, which, at
time t, increases by one with rate Nt − 1 + β. Thus it is straightforward to set up a
partial differential equation for f(u, t) := E(e−uNt), which can be solved explicitly. By
taking the limit limt→∞ f(ue−t, t), one arrives at the conclusion that Θ has Gamma(1, β)
distribution.

For a further note on the linear weight function case, see Section 4.6.3. In order to
state that remark though, we will first need some more notation, introduced in Section
4.4.

4.3.2 Trees with bounded degree

We now turn back to the case introduced in Section 4.2, we consider weight functions
which ensure that each vertex can have a certain number of children at maximum, denoted
by K. From now on, throughout Section 4, we will restrict our investigations to this
subclass of models (the only, brief exception being the note on the linear case in Section
4.6.3).

In the present subsection, we derive the first and second moments of Θ in the case
of binary trees (K = 2). The details of the computation are somewhat cumbersome,
even in this simplest case, so we only sketch the method. By some extra work, following
and expanding the main steps described here, the interested reader can, theoretically,
compute any specific, finite moment of θ recursively. Also, the reader gets a quick insight
to the method by which one can derive the moments of Θ in the case of greater, finite
K values as well. The main motivation for this subsection is to provide the reader with
the basic ideas of the steps of this computation.

Let w(0) = a > 0, w(1) = 1, and w(k) = 0 for k ≥ 2. (We fix w(1) = 1 for the sake of
computational simplicity, this is a different scaling from the one used in the linear case).
The Malthusian parameter λ∗ is now the positive solution of the equation

(λ∗)2 + λ∗ − a = 0 . (37)
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Consider the basic decomposition of Θ,

Θ = e−λ∗σ1Θ1 + e−λ∗(σ1+σ2)Θ2 . (38)

Let the moment generating function be φ(u) := E(e−uΘ). Using (38), computing φ(u) in
two steps, by first taking conditional expectation with σ1 and σ2 remaining fixed, then
expectation with regards to Θ1 and Θ2, yields the integral equation

φ(u) =

∫ ∞

0

∫ ∞

0

φ(ue−λ∗x)φ(ue−λ∗xe−λ∗y)ae−axe−y dy dx . (39)

Now, with two changes of variables, and twice differentiating the equation, one arrives
at the differential equation

φ′′(u) = c
(φ(u)2 − φ(u))

u2
− c

φ′(u)

u
+

(φ′(u))2

φ(u)
, (40)

where we introduced the shorthand notation

c :=
λ∗ + 1

λ∗ . (41)

The boundary values are φ(0) = 1 and φ′(0) = −E(Θ) = − 1
λ∗κ

, where κ is easily
computed (recall (27)),

κ = − ∂

∂λ

(
a

λ+ a
+

a

λ+ a

1

λ+ 1

) ∣∣∣∣∣
λ=λ∗

. (42)

Introducing g(u) = logφ(u), equation (40) is equivalent to

g′′(u) = cu−2
(
eg(u) − 1

)
− cu−1g′(u) . (43)

We could have computed the moments of Θ already from (38), but (43) offers a simple
method. From the series expansion of eg(u),

g′′(u) = c
eg(u) − 1− g′(u)u

u2
→ c

2
(−g′′(0) + (g′(0))2), as u → 0 .

This way g′′(0) = c
2+c

(g′(0))2, and so E(Θ2) = (1 + c
2+c

)(E(Θ))2.
As for other moments of Θ, one can find a simple recursive formula for the derivatives

of g. The derivation of this recursion is not illuminating, so we just state the result,
namely,

g(k+2) = c
(eg)(k)

u2
− (ck + k(k − 1))

g(k)

u2
− (c+ 2k)

g(k+1)

u
, (∀ k ≥ 1) ,

from which all the values of g(k)(0) can be computed.
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Note that the special choice of a = 2 corresponds to the negative linear, binary case
of Section 4.3.1 (take m = 2 there). Then λ∗ = 1, κ = 1

2
, and E(Θ) = 2. It can be

checked that in this case, equation (40) is solved by φ(u) = (1+u)−2, so indeed, if a = 2,
then Θ is of Gamma(1,2) distribution. Also, by checking that no other function of the
form (1 + u)−α satisfies (40), it is verified that no other choice of a allows Θ to be of a
Gamma distribution, so in all a ̸= 2 cases the structure of the tree is indeed dependent
on Θ.

In the case where the weight function allows the vertices to have at most K children
for some finite K > 2, these reasonings are very similar. Then, a Kth order differential
equation can be derived for the moment generating function, and again, theoretically,
any moment of Θ can be computed.

4.4 Limiting objects

For every x ∈ N , we introduce the variables Θx, corresponding to the growth of the
subtree under x. The definition is analogous to Θ in (31), recall also the notation (6) in
Section 2.1 for subtrees of the random tree,

Θx := lim
t→∞

e−λ∗(t−τx) |Υ↓x(t)| .

(Θ refers to Θ∅, the variable corresponding to the root). Clearly, for every x ∈ N , the
random variables Θx are identically distributed. The basic relation between the different
Θx variables in the tree is that for any x ∈ N ,

Θx =
K∑
i=1

e−λ∗(τxi−τx)Θxi ,

which is straightforward from |Υ↓x(t)| = 1 +
∑K

i=1 |Υ↓xi(t)| .
Now let us ask the following question. Fix a vertex x ∈ N , and at time t, draw a

vertex ζt uniformly randomly from Υ(t). What is the probability that ζt is descendant
of x, so x ≺ ζt? As shown in (44) below, this probability tends to an almost sure limit
∆x as t → ∞, which can be expressed using the τ and Θ random variables,

∆x := lim
t→∞

|Υ↓x(t)|
|Υ(t)|

= e−λ∗τx lim
t→∞

e−λ∗(t−τx)|Υ↓x(t)|
e−λ∗t|Υ(t)|

=
e−λ∗τxΘx

Θ∅
. (44)

We can now, for any n ∈ N, define a random measure µn on the finite set In = {x :
|x| = n}, the nth generation of the full tree, by

µn({x}) := ∆x .

This is a probability measure almost surely, which follows from the facts ∆∅ = 1 and
∆y =

∑K
i=1 ∆yi.

Let Hn denote the entropy of µn, that is

Hn = −
∑
|x|=n

∆x log∆x .
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4.4.1 A measure as the limiting object for the tree

Let ∂N denote the set of leaves of the complete tree: ∂N = {1, 2, . . . , K}∞. The
concatenation xy makes sense for x ∈ N and y ∈ ∂N , and then xy ∈ ∂N . Also, for
x ∈ N and z ∈ ∂N , we write x ≺ z if ∃y ∈ ∂N such that z = xy. For x ∈ N we denote
the set of leaves under x by ∂N (x) = {z ∈ ∂N : x ≺ z}.

Let x|l denote the first l letters of the string x, or in different words, let it denote the
ancestor of x on the l-th level of the tree, and let ∂N be equipped with the usual metric

d(x, y) = Λmax{n∈N :x|n=y|n} , (45)

where 0 < Λ < 1 is an arbitrary constant. This constant is often chosen to be 1/e,
which makes certain formulae appear simpler. Yet we will not fix the value, so that our
formulae express the dependence of the studied quantities on this arbitrary choice.

With the help of the µn random limiting measures, we define µ on the cylinder sets
∂N (x) of ∂N by

µ(∂N (x)) := µn({x}) = ∆x , if |x| = n ,

and then we extend µ from {∂N (x) : x ∈ N} to the sigma-algebra generated (on ∂N ).
Our results concern the properties of this extended random measure µ.

Remark 4.3. The limiting relative weights ∆x defined in (44) make sense and are in-
teresting in both the discrete and the continuous time setting of the random tree model,
just like the measure µ and the entropy Hn. The limiting “absolute” weights Θx however,
while playing a central role in our proofs, only make sense in the continuous time setting.
This is the reason why we work with the continuous time setting in this Section of the
thesis.

4.4.2 Dimensions of measures: definitions

For the reader’s convenience, let us review the definitions of local dimension, Hausdorff
dimension and packing dimension of measures. The lower and upper local dimensions of
µ at x are defined in [18] (2.15) and (2.16) as

dimlocµ(x) = lim inf
r→0

log µ(B(x, r))

log r
,

dimlocµ(x) = lim sup
r→0

log µ(B(x, r))

log r
,

where B(x, r) is the ball of radius r centred at x. If the lower and upper local dimensions
coincide at some x, they are called the local dimension at x. The Hausdorff and packing
dimensions of µ are defined in [18] (10.8) and (10.9) as

dimH µ = sup{s : dimlocµ(x) ≥ s for µ-almost all x},
dimP µ = sup{s : dimlocµ(x) ≥ s for µ-almost all x}.
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The name of these dimensions come from the fact ([18] (10.10) and (10.11)) that

dimH µ = inf{dimHE : E is a Borel set with µ(E) > 0},
dimP µ = inf{dimPE : E is a Borel set with µ(E) > 0}.

We are ready to state our results.

4.5 Results

Theorem 4.1. The limiting entropy

h := lim
n→∞

1

n
Hn

exists and is constant with probability one.

Theorem 4.2. The Hausdorff dimension dimH µ and the packing dimension dimP µ of
the measure µ are constant and equal with probability one, and h and the dimensions
satisfy the relation

dimH µ = dimP µ =
h

− log Λ
,

where Λ is from (45). Moreover, the local dimension of µ equals dimH µ = dimP µ at
µ-almost every point.

Theorem 4.3. Furthermore, an explicit formula for h is given:

h = E

(
K∑
i=1

λ∗τie
−λ∗τi

)
.

This can be computed given the weight function w.

4.6 Proofs of Theorems 4.1 and 4.2

4.6.1 Idea of the proof

The random limiting measure µ depends on the random growth of the tree. The idea of
the proof is the following: we define a random leaf in the limiting tree according to the
measure µ. The way the random leaf is defined is based on a step-by-step construction of
the subsequent generations of the limiting tree, together with a step-by-step construction
of a path from the root to the random leaf. This is done in such a way that a Markov
process appears naturally along this path, and the local dimension of the measure µ in
this random point can be computed as an ergodic average. It follows that this average is
constant with probability one, unconditionally. Thus, although the measure depends on
the random tree growth, this ergodic average is constant, and it is the local dimension
of the measure in all the µ-typical leafs of the limiting tree. This implies that this
constant is the Hausdorff (and also the packing) dimension of µ with probability one.
Some technical difficulty comes from the fact that the state space of the key Markov
process is continuous and non-compact, so to apply ergodic theorems, one has to work
for the existence of the invariant measure (while uniqueness is easy).
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4.6.2 Markov structure of the tree

The content of this short section is mainly repetition of material from [40]. These concepts
and statements allow for a good understanding of the tree structure, on which our main
construction (in Section 4.6.4) relies. Lemma 4.2 will also be used formally in Section 4.6.4
to get an easy proof of the fact that our step-by-step construction of the limiting tree is
equivalent to the original model (Proposition 4.2).

Definition 4.1. We say that a system of random variables (Yx)x∈N constitutes a tree-
indexed Markov field if for any x ∈ N , the distribution of the collection of variables
(Yy : x ≺ y), and that of (Yz : x ̸≼ z), are conditionally independent, given Yx.

We state the following:

Lemma 4.2. For each x ∈ N let Vx denote the vector Vx := (σx,Θx). Then the col-
lections of variables Ax := (Vy : x ≺ y) and Bx := (Vz : x ̸≼ z; σx) are conditionally
independent, given Θx.

Proof. Recall Remark 4.2, the alternative construction of Υ(t). From that, it is straight-
forward that the collection Ax is in fact constructed by the set of independent variables
Ax := (σy : x ≺ y).

Similarly, recall (4.4), and decompose Θp(x), where p(x) is the parent of vertex x,

Θp(x) =
K∑
j=1

e−λ∗(τp(x)j−τp(x))Θp(x)j =
K∑
j=1

e−λ∗(σp(x)1+σp(x)2+···+σp(x)j)Θp(x)j .

This means that if we take the set of variables Bx := (σy : x ̸≺ y), then Bx is constructed
by Bx ∪ {Θx}.

Given Θx, the two collections Ax∪{Θx} and Bx∪{Θx} are conditionally independent,
this way the same is true for Ax and Bx, so the statement of the lemma follows.

Corollary 4.1. The variables (Θx)x∈N constitute a tree-indexed Markov field.

Proof. Direct consequence of Lemma 4.2, since Vx = (σx,Θx).

It is clear that if x ̸≼ x′ and x′ ̸≼ x, then Θx and Θx′ are independent. Using Lemma
4.2, any moment can be computed in the non-independent case. We give formula for the
covariance here for example:

Corollary 4.2. Let x′ = xy for some y ∈ N , then

Cov(Θx,Θx′) = E(e−λ∗τy)Var(Θ).
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Proof. With the notation |y| = n,

E (ΘxΘxy) = E

Θxy

∑
z: |z|=n

e−λ∗(τxz−τx)Θxz


= E

(
e−λ∗(τxy−τx)

)
E
(
Θ2

xy

)
+ E (Θxy)

∑
z: |z|=n, z ̸=y

E
(
e−λ∗(τxz−τx)

)
E (Θxz)

= E
(
e−λ∗τy

)
E
(
Θ2
)
+ (E(Θ))2

(
1− E

(
e−λ∗τy

))
= (E(Θ))2 + E

(
e−λ∗τy

)
Var(Θ) ,

since by the results in Lemma 4.2, Θxz is independent of (τxz−τx). Since E(Θx)E(Θx′) =
(E(Θ))2, the formula for the covariance follows.

Definition 4.2. We introduce the variables Rx, indexed by N . For the root we leave R∅
undefined. For any other vertex y′ which has a parent y, so for any y′ = yi with i ∈ I, let

Ryi := lim
t→∞

|Υ↓yi(t)|
|Υ↓y(t)|

=
e−λ∗(τyi−τy)Θyi

Θy

=
∆yi

∆y

.

Notice that for x = (i1i2 . . . in), ∆x is a telescopic product,

∆x = ∆i1

∆i1i2

∆i1

∆i1i2i3

∆i1i2

. . .
∆i1...in

∆i1...in−1

= Ri1Ri1i2Ri1i2i3 . . . Ri1...in . (46)

Equivalently, for |x| = n,

log∆x =
n∑

l=1

logRx|l , (47)

where recall that x|l denotes the first l letters of the string x.
The decomposition described above is of interest due to the following Proposition.

Proposition 4.1. With the variables Rx defined as above, let Ux := (Rx,Θx). Given any
sequence (in)

∞
n=1 , in ∈ I, the sequence of variables U∅, Ui1, Ui1i2, Ui1i2i3 , . . . constitutes a

Markov chain, which is homogeneous: the transition probabilities from Uy to Uyk depend
on k, but not on y.

Proof. Let y, x, z be vertices in a progeny line, so let x be parent of z, and y be parent
of x. Given Θx, then, from Corollary 4.1, Θy and Θz are conditionally independent. We
show that so are the pairs (Ry,Θy) and (Rz,Θz).

Consider that

Rz =
e−λ∗(τz−τx)Θz

Θx

,

so the pair (Rz,Θz) is a function of Ax (recall the notation in Lemma 4.2). At the same
time,

Ry =
e−λ∗(τy−τy′ )Θy

Θy′
,
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where y′ is the parent of y, so Ry is a function of Θy and the collection (σv : x ̸≺ v),
which implies that the pair (Ry,Θy) is a function of Bx.

According to Lemma 4.2, Ax and Bx are conditionally independent, given Θx, thus
the proof is complete.

4.6.3 A further note on the linear case

For the sake of a short note we briefly return to the case already discussed in Section 4.3.1,
because it is worth pointing out that in the linear case, the Markov chain in Proposition
4.1 in fact consists of independent elements.

In the scope of the present short subsection, following the notation in (36), let the
weight function be given by

w(k) = (1− β)k + β , k ∈ N,

for some 0 < β ≤ 1. Recall that in this case, the distribution of Θ is Gamma(1, β). Also,
the growth rate is independent of the structure of the tree, which implies that anything
that can be computed from the discrete time model, is independent of Θ. This is in
accordance with the distribution of Θ being Gamma. To see this connection, consider
for example that

∆1 =
e−λ∗τ1Θ1

Θ∅
=

e−λ∗τ1Θ1∑∞
k=1 e

−λ∗τkΘk

=
Θ1

Θ1 +
∑∞

k=2 e
−λ∗(τk−τ1)Θk

, (48)

which shows that ∆1 is a random variable of the form X
X+Y

, where X and Y are indepen-
dent. For the ratio to be independent of the denominator (thus ∆1 to be independent of
Θ∅), X has to be of a Gamma distribution. This result is in accordance with the above
considerations.

This all implies that in the linear case, ∆x is the product of independent variables, see
(46), so indeed, the Markov chain in Proposition 4.1 consists of independent elements.

From this observation it follows that Θ, according to the first generation, splits into
the vector (

e−λ∗τkΘk

)
k∈N+

,

which is of a Poisson-Dirichlet distribution. For a precise formulation of this fact, see
[12].

4.6.4 Construction of the random leaf

We will now give a different construction of the tree from the ones seen before. Namely,
we construct the system of Vx = (σx,Θx) variables starting from the root, and going step-
by-step, from generation to generation. Together with these, we compute the Rx and ∆x

variables, and use them to construct a random path {yn} starting from the root, stepping
from generation to generation, towards the set of leaves of the infinite tree. The yn will
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be chosen from the children of yn−1 in a “size-biased” way. We will use this path in the
proofs of our results. For the sake of simple notation, we suppose for a moment that the
maximum number of children of any vertex is two, that is, K = 2. It is straightforward
to construct the corresponding generations and the random path for any K < ∞. For
the rest of this section we treat the distribution of Θ as known.

Recall that σ1, σ2, Θ1 and Θ2 are independent. Keeping that in mind, using

Θ = e−λ∗σ1(Θ1 + e−λ∗σ2Θ2), (49)

we will consider the conditional joint distribution of (σ2,Θ1,Θ2), given Θ. (Of course,
σ1 is – conditionally – a deterministic function of these, but we will not use the value.)

Now we can construct the generations, together with the random path yn, in the
following steps.

1. Pick Θ∅ at random, according to its distribution, and fix σ∅ = 0. Also, fix y0 = ∅.

2. First generation

(a) Pick (σ2,Θ1,Θ2) according to their conditional distribution, given Θ∅

(b) Define ∆1 = R1 = Θ1

Θ1+e−λ∗σ2Θ2
(which is equal to e−λ∗σ1Θ1

Θ
, and happens not

to depend on σ1). Also define ∆2 = R2 =
e−λ∗σ2Θ2

Θ1+e−λ∗σ2Θ2
.

(c) Choose y1 according to the conditional probabilities P(y1 = 1|Θ, σ2,Θ1,Θ2) =
R1 and P(y1 = 2|Θ, σ2,Θ1,Θ2) = R2.

3. Second generation

(a) Repeat the steps seen before for the progeny of vertex 1, to get (σ12,Θ11,Θ12)
and also R11 and R12. This is done only using the information carried by Θ1,
conditionally independently of (Θ,Θ2). This conditional independence is the
consequence of Corollary 4.1. Since we already know R1, we can now compute
the values ∆11 = R1R11 and ∆12 = R1R12.

(b) Independently of the previous steps, use Θ2 to get (σ22,Θ21,Θ22), R21 and
R22. We then also have ∆21 and ∆22.

(c) Choose y2 from the children of y1, according to the conditional distribution
given by the Rx variables in the second generation. Namely, if y1 = 1,

P(y2 = 11|y1 = 1, σ12,Θ11,Θ12) = R11

P(y2 = 12|y1 = 1, σ12,Θ11,Θ12) = R12,

and if y1 = 2,

P(y2 = 21|y1 = 2, σ22,Θ21,Θ22) = R21

P(y2 = 22|y1 = 2, σ22,Θ21,Θ22) = R22,

conditionally independently of the entire past of the construction.
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4. n-th generation

(a) Having constructed all the Θx with |x| = n − 1, split these all in the way
above, conditionally independently of each other (and the entire past of the
construction), to get the Rz and ∆z variables in the n − th generation. In
particular,

Rxi =
e−λ∗(σx1+···+σxi)Θxi

Θx

.

(b) According to the value of yn−1, choose yn from its children, according to the
corresponding Rz distribution (conditionally independently of the entire past).

Remark 4.4. As mentioned before, our model is intimately related to a branching process,
as discussed in Section 3. In branching processes, the idea of size biasing is not at all
new, as its importance is emphasized e.g. in [31].

Remark 4.5. This step-by-step construction of the tree is similar to the fragmentation
processes discussed e.g. in [6]. There the usage of “randomly tagged branches” based on
size-biased choices is a standard technique, see [6], Section 1.2.3. Note however, that
our step-by-step construction is not a fragmentation process in the classical sense. In
particular, the sequence of measures µn is not Markov: the process also “remembers” the
values Θx which influence how the weight µn({x}) at x is further “fragmented”.

Proposition 4.2. With Vx = (σx,Θx) as before, the distribution of {Vx}x∈N in the above
construction is identical to the distribution in the randomly growing tree model.

Proof. The statement we are proving is about the joint distribution of countably infinitely
many (real-valued) random variables, so this joint distribution can be viewed as a measure
on RN, 1 with the σ-algebra of measurable sets being the σ-algebra generated by cylinder
sets – defined in terms of finitely many of the σx and Θx. So to prove that the two
measures on RN – given by the two constructions – coincide, it is enough to see that they
coincide on such cylinder sets.

In terms of joint distributions: It is enough to see that the distributions of {Vx}x∈N
coming from the two constructions have identical finite-dimensional marginals. In par-
ticular, it is enough to show that for every n, the distribution of {Vx}x∈N ,|x|≤n in the
above construction is identical to the distribution in the randomly growing tree model.

This is easy to see by induction:

• For n = 0 we have chosen the law of Θ∅ properly by construction, also σ∅ = 0 as it
should be.

• For n = 1, the {Vx}x∈N ,|x|=1 are constructed to have the right conditional joint
distribution, given Θ∅, so the n = 0 statement implies the n = 1 statement. In
particular, the Θx for |x| = 1 are distributed as they should be.

1we could write ([0,∞)× [0,∞))N , but a measure on this can be viewed as a special case of a measure
on RN.
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• For n ≥ 2, the same argument (the construction) gives inductively that the joint
distribution of the {Vx}x∈W is what it should be, for any family W of x-es which
consists of a vertex and its children. However, the construction also ensures the
conditional independence of {Vy}x≺y and {Vz}x ̸≼z given Θx, as in Lemma 4.2. This,
together with the joint distributions of the {Vx}x∈W (with W as above) already
characterizes the joint distribution of {Vx}x∈N ,|x|≤n.

From now on, we will use the alternative construction of the tree in our discussion, so
Proposition 4.2 is used all the time in the proof, but this will not be formally mentioned.

Definition 4.3. Denote by Υ the σ-algebra generated by {σx | x ∈ N}, which contains
the full tree evolution.

Note that for any x ∈ N , Θx is measurable with respect to Υ, so Υ is also the σ-
algebra generated by {σx,Θx | x ∈ N}, namely all the data about the tree – but not
about the random leaf – during the parallel construction of the tree and the random leaf
just presented.

The usefulness of the random leaf we constructed is shown by the following:

Lemma 4.3. Conditioned on Υ, the conditional distribution of the leaf limn yn is exactly
the measure µ. Similarly, the conditional distribution of yn is exactly µn.

Proof. The second statement can be seen by induction: µ0 obviously gives weight 1 to
the single point ∅ = y0. Later, by construction of yn+1, for any x ∈ N with |x| = n
and any i ∈ I we have P(yn+1 = xi | yn = x,Υ) = Rxi, so if we assume inductively that
P(yn = x |Υ) = µn({x}) = ∆x, then P(yn+1 = xi |Υ) = ∆xRxi = ∆xi = µn+1({xi}) for
any |xi| = n+ 1, so yn+1 is indeed distributed according to µn+1.

The first statement is an immediate consequence of the second, since for any cylinder
set ∂N (x), if |x| = n, we have P(y∞ ∈ ∂N (x) |Υ) = P(yn = x |Υ) = µn({x}) =
µ(∂N (x)).

Corollary 4.3. Conditioned on the tree, the conditional expectation of − log∆yn is ex-
actly Hn.

Proof. Indeed, by the above lemma,

E(− log∆yn |Υ) = −
∑
|x|=n

P(yn = x |Υ) log∆x = −
∑
|x|=n

µn({x}) log∆x =

= −
∑
|x|=n

∆x log∆x = Hn.
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4.6.5 Markov processes along the random path

The key to the proof is the following easy observation:

Proposition 4.3. The stochastic process Xn = Θyn (n = 0, 1, 2, . . . ) is a homogeneous
Markov process. By “homogeneous” we mean that the transition kernel does not depend
on n.

Proof. This is clear from the construction in Section 4.6.4. Indeed, when constructing
Θyn , only the value of Θyn−1 is used, and the construction is the same on every level.

The reason to construct in Section 4.6.4 the entire tree of pairs (Θx,∆x) step by step –
and not just the random path {yn} on an already existing tree – was exactly to make the
Markov property of Θyn obvious. A direct proof without the step-by-step construction
would also not be hard, but according to our taste, the underlying phenomena are more
transparent this way.

Based on this proposition and equation (47), the proof of our main results will be
a reference to an appropriate ergodic theorem. However, there are two issues to deal
with before. First, the state space of our Markov processes is continuous and even non-
compact, so the unique existence of the invariant measure needs to be discussed. This
is done in the next proposition. Second, the quantity − logRyn , of which we want to
calculate the ergodic average, is not an observable on the state space of Xn, so this state
space needs to be extended. This obvious extension will be done in Corollary 4.4.

Before starting the main arguments, let us formulate, as a lemma, an easy observation
about the distribution of Θ. We will use this in the arguments both for the uniqueness
and the existence of the invariant measure of Xn. From now on, we will use the notation
R+ for the set of positive real numbers:

R+ = (0,∞).

It is important that 0 is not included, e.g. when we speak of functions being continuous
or nonzero on R+.

Lemma 4.4. Θ is absolutely continuous w.r.t. Lebesgue measure on R+, with a density
function π which is continuous and strictly positive on R+.

Proof. Start from the decomposition (4.4). It shows that Θ is of the form Θ = e−λ∗σ1Θ̂

where σ1 is independent of Θ̂, which immediately implies that Θ must be equivalent
to Lebesgue measure on the interval from zero to its maximal value. On the other
hand, Θ ≥ e−λ∗σ1Θ1 + e−λ∗(σ1+σ2)Θ2 implies that Θ is not bounded, since Θ1 and Θ2

are independent and distributed as Θ, and their prefactors can be arbitrarily close to
1. The same decomposition, applied once again, also implies that the density π is even
a continuous function (more precisely, can be chosen to be continuous), since Θ being

absolutely continuous w.r.t. Lebesgue measure implies that so is Θ̂ (since K < ∞), the

density of which is once again smoothened by Θ = e−λ∗σ1Θ̂.
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For the discussion of the invariant measures, let P denote the transition kernel of Xn

– that is, P (t) is the conditional distribution of Xn+1 under the condition Xn = t (for
every t ∈ R+). We also use it as the operator acting on measures by ηP =

∫
R+ P (t) dη(t).

Proposition 4.4. The transition kernel P of the Markov process Xn = Θyn has exactly
one invariant measure.

Proof. Recall that the decomposition (4.4) is the key relation between the Θx-es of the
different generations, on which the construction of Xn – and thus every property of the
transition kernel – is based.

The key observation is that P (t) is equivalent to Lebesgue measure (on R+, of course)
for every t ∈ R+. This (and more) is explicitly stated and proven in Lemma 4.12.
However, since we feel that this statement is really intuitive, let us give a rough reasoning
here as well.

First, Lemma 4.4 implies that the distribution of Θ is equivalent to Lebesgue measure
on R+. Recall now the construction in Section 4.6.4, the essence of which is that P (t) is
the conditional distribution of Θ′ under the condition Θ = t, where Θ′ is a random choice
from the set {Θ1, . . . ,ΘK}. Look again at the relation between Θ and {Θ1, . . . ,ΘK},
which is the decomposition (4.4), or the simplified form for K = 2, which is (49). It
shows that given any value of t, the condition Θ = t doesn’t rule out any of the possible
values of a Θi with 1 ≤ i ≤ K. Also, the conditioning on Θ = t doesn’t spoil the
absolute continuity of Θi, and the method of randomly choosing Θ′ from {Θ1, . . . ,ΘK}
also preserves absolute continuity. With this, the key observation is shown. Again, see
Lemma 4.12 for a detailed proof.

This observation about P (t) implies that for any measure η on R+, the first iterate
ηP is already equivalent to Lebesgue measure. This in turn implies that any invariant
measure η = ηP is equivalent to Lebesgue measure, so any two invariant measures are
equivalent.

Suppose now indirectly that there exist two different invariant probability measures.
Then two different extremal invariant probability measures also have to exist. But two
different extremal invariant probability measures must be mutually singular, which con-
tradicts the previous argument. Thus there is at most one invariant probability measure.

The existence follows from Lemma 4.6 and Lemma 4.5. Indeed, the limiting measure
ν of Lemma 4.5 has to be invariant by Lemma 4.6.

Lemma 4.5. The sequence of random variables Xn = Θyn is weakly convergent to some
measure ν on R+.

To keep our arguments easy to follow, we delay the proof to Section 4.7.2.

Lemma 4.6. P is continuous with respect to weak convergence of measures.

The proof is delayed to Section 4.7.3.

Corollary 4.4. The stochastic process Yn = (Θyn , Ryn) (n = 1, 2, . . . ) is a homogeneous
Markov process, for which the transition kernel has exactly one invariant measure.
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Proof. Notice that during the construction of the tree in Section 4.6.4, Ryn is constructed
by using only the value of Θyn−1 (not even Ryn−1), in a time-homogeneous way. Thus Yn is

really homogeneous Markov. Let P̃ denote the transition kernel. From the construction,
η̃P̃ depends only on the first marginal of η̃, and on this marginal it acts exactly like P .
So for any measure ν̂ with first marginal ν, ν̃ := ν̂P̃ is invariant by the invariance of ν
under P . The uniqueness is obvious from the uniqueness of ν.

Now we are ready to apply an ergodic theorem on the sequence − logRyn to get the
central technical result, from which our first two theorems easily follow.

Corollary 4.5. The limit h := − limn→∞
1
n
log∆yn exists and is constant with probability

one.

Proof. − logRyn is an observable on the state space of Yn, and h is exactly the ergodic
average of this observable by (47). So it is guaranteed to be constant by the unique
existence of the invariant measure and Theorem 1.1 in Chapter X of [13]. We give the
details of the (standard) argument now.

Theorem 1.1 in Chapter X of [13] states that “If {xn, n ≥ 0} is a stationary Markov
process, and if z is an invariant random variable, then z is measurable on the sample
space of x0”. To formally apply this theorem to our process, we first need to construct
a stationary version of Yn. Namely, let Ỹn be the Markov process with generator P̃
started from Ỹ0 which is distributed according to the unique invariant measure ν̃. For
this process, the ergodic average of an observable, being an invariant random variable
(see [13], Chapter X for the definition), is by the above theorem measurable on the state
space – that is, constant with probability one, conditioned on the initial value (more
precisely, for ν̃-a.e. initial value). But in our case, this constant is indeed independent
of the initial value – actually, it is constant for every initial value, since P̃ brings any
measure (e.g. a point measure concentrated on any point) into a measure equivalent with
ν̃. Now notice that the property that the ergodic average is the same constant with
probability one, independently of the initial state, is a property of the transition kernel
P̃ only (and not of Ỹn as a stochastic process), so it also holds for the process Yn.

Remember that 1
n
Hn is a conditional expectation of − 1

n
log∆yn by Corollary 4.3.

So since we have just shown the almost sure convergence of − 1
n
log∆yn , the almost

sure convergence of 1
n
Hn follows, if we have e.g. dominated convergence. This will be

guaranteed by the following lemma.

Lemma 4.7. Let µ̃ be any Borel probability measure on ∂N , with K < ∞. Using the
notation in Section 4.4.1, for every x ∈ ∂N let

fn(x) := − 1

n
log µ̃(∂N (x|n)).

Then f̄ := supn fn is integrable with respect to the measure µ̃.

The proof is delayed to Section 4.7.1. Now we are ready to prove the main results of
Section 4.
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Proof of Theorem 4.1. For every x ∈ ∂N let fn(x) = − 1
n
log µn({x|n}) = − 1

n
log µ(∂N (x|n)).

By Lemma 4.3, Corollary 4.5 states exactly that for almost every realization of the tree,
fn(x) converges µ-almost surely to h.

Now divide the statement of Corollary 4.3 by n to get

1

n
Hn = E

(
− 1

n
log∆yn|Υ

)
=

∫
{x̄∈N :|x|=n}

− 1

n
log(µn({x̄})) dµn(x̄) =

∫
∂N

fn(x) dµ(x).

We can now apply the dominated convergence theorem to finish the proof, since we can
use the supremum as an integrable dominating function, see Lemma 4.7.

Proof of Theorem 4.2. We first show the second statement of the theorem by showing
that the local dimension of µ at the leaf limn yn is exactly h

− log Λ
where h is from Corol-

lary 4.5. Let B(x, r) denote the r-neighbourhood of the point x ∈ ∂N w.r.t. the metric
(45). For r = Λn, this neighbourhood is formed exactly by the descendants of x|n, so
B(x,Λn) = ∂N (x|n). The µ-measure of this set is

µ(B(x,Λn)) = µ(∂N (x|n)) = µn({x|n}) = log∆x|n ,

while the logarithm of the diameter of this set is n log Λ. Thus the local dimension of µ
at the leaf x is

dimloc µ(x) = lim
n→∞

µ(B(x,Λn))

n log Λ
= lim

n→∞

− 1
n
log∆x|n

− log Λ

(if this limit exists), by the definition in (46) and (46).
Applying that to x = limn yn, Lemma 4.3 and Corollary 4.5 say that this limit indeed

exists and is equal to h
− log Λ

for µ-almost every x, which is what we wanted to show.
The first statement of the theorem in now an immediate consequence of the definitions

of the Hausdorff and packing dimension of a measure in (46) and (46).

4.7 Proofs of auxiliary lemmas

4.7.1 The lemma for dominated convergence of the entropies

In this section we prove Lemma 4.7.

Proof of Lemma 4.7. For arbitrary M < ∞, let us define the set

F
(n)
M := {x : fn(x) ≥ M} = {x : − 1

n
log µ̃(∂N (x|n)) ≥ M} = {x : µ̃(∂N (x|n)) ≤ e−nM}.

Since fn takes constant values on the Kn cylinder sets, we have

µ̃(F
(n)
M ) ≤ Kne−nM =

(
Ke−M

)n
. (50)
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Now we define

FM := {x : f̄(x) > M} =
∪
n

{x : fn(x) > M} ⊆
∪
n

F
(n)
M .

By (50), for M > log(2K),

µ̃(FM) ≤
∞∑
n=1

(
Ke−M

)n
< 2Ke−M .

Thus, since f̄ ≥ 0,∫
f̄(x) dµ̃(x) <

∞∑
M=1

Mµ̃({x : M − 1 ≤ f̄(x) < M}) < ∞.

4.7.2 Limiting distribution of Θyn along the random path

In this section we prove Lemma 4.5. We begin with three lemmas of elementary proba-
bility whose statements do not rely on the setting of the present dissertation.

The first one is a trivial generalization of the ordinary weak law of large numbers.
We could call it “Weak law of large numbers with arbitrary weights”. For this purpose,
we will consider a sequence of probability vectors {pn}∞n=1, where, again, each pn is a
probability vector pn = (pn1 , p

n
2 , . . . , p

n
Nn

). We plan to calculate weighted averages of
independent random variables with weight vectors pn. We expect such an average to be
close to the expectation, if every term has a sufficiently small weight. So we will say that
the sequence {pn}∞n=1 is proper if

lim
n→∞

max{pnj : 1 ≤ j ≤ Nn} = 0 .

Lemma 4.8. Let ν0 be a probability distribution on R with finite expectation m. Let
{pn}∞n=1 be a proper sequence of weight vectors, and let νn be the distribution of

Nn∑
j=1

pnjZj

where Z1, Z2, . . . , ZNn are independent random variables with distribution ν0. Then

νn ⇒ m.

Note that this is the usual weak law if pnj = 1
n
(j = 1, . . . , n).

Proof. The proof is trivial following the standard proof of the weak law with characteristic
functions.
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Now we turn to a lemma which could be called “size-biased sampling with arbitrary
extra weights”. For this purpose, let p = (p1, p2, . . . , pN) be a probability vector, and let
Z1, Z2, . . . , ZN be random variables on R+ (meaning P(Zj > 0) = 1). We will say that
the random variable V is the size-biased random choice from Z1, Z2, . . . , ZN with extra
weights p1, p2, . . . , pN , if it is constructed the following way:

1. Generate a realization of (Z1, Z2, . . . , ZN), and call it (z1, z2, . . . , zN).

2. Having that, choose a random integer J from the index set {1, 2, . . . , N} with the
weight

pjzj∑N
j=1 pjzj

given to each j.

3. Set V = zJ .

Note that this is the usual size-biased random choice if all the pj are equal. Our lemma
states that this size-biased random choice with extra weights behaves just like the ordi-
nary one, provided that every weight is small.

To state the lemma, let ν0 be a probability distribution on R+ with finite expectation
m. We will say that the measure ν is the size-biased version of ν0, if it is absolutely
continuous with respect to ν0, and the density is ρ(t) = 1

m
t. In other words, ν(A) =

1
m

∫
A
t dν0(t).

Lemma 4.9. Let ν0 be a probability distribution on R+ with finite expectation m. Let
{pn}∞n=1 be a proper sequence of weight vectors, and (for each n) let Zn

1 , Z
n
2 , . . . , Z

n
Nn

be
independent random variables with distribution ν0. Let Vn be the random choice from
Zn

1 , Z
n
2 , . . . , Z

n
Nn

with extra weights pn1 , p
n
2 , . . . , p

n
Nn

. Let ν be the size-biased version of ν0.
Then

Vn ⇒ ν .

Proof. Let F denote the cumulative distribution function of ν, that is, F (t) = ν([0, t]).
Let Fn denote the cumulative distribution function of Vn. For some fixed t, we write it
in the form

Fn(t) = E(P(Vn ≤ t | {Zn
j }Nn

j=1)). (51)

The conditional probability inside is just the weight of j-s with Zj ≤ t, so

P(Vn ≤ t | {Zn
j }Nn

j=1) =

∑Nn

j=1 p
n
jZ

n
j 11(Z

n
j ≤ t)∑Nn

j=1 p
n
jZ

n
j

.

According to Lemma 4.8 the denominator converges weakly (and thus, in probability) to
E(Zn

1 ) = m > 0 as n → ∞. Similarly, the numerator converges in probability to

E(Zn
1 11(Z

n
1 ≤ t)) =

∫
R+

t̃11(t̃ ≤ t) dν0(t̃) = mν([0, t]) .
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This implies that the quotient converges weakly to ν([0, t]) = F (t). Since this quotient
is a conditional probability, it is obviously bounded by 1, so (51) implies that Fn(t) →
F (t).

The following lemma is just a re-statement of the previous one. This is the form that
we will use.

Lemma 4.10. Let ν0 be a probability distribution on R+ with finite expectation, and let
ν be its size-biased version. Let φ be a bounded continuous function on R+. Then for
every ε > 0 there exists a δ > 0 such that for any probability vector (p1, p2, . . . , pN) which
satisfies that

max{pj : 1 ≤ j ≤ N} ≤ δ,

if Z1, Z2, . . . , ZN are independent with distribution ν0, then the size-biased random choice
(called V ) from Z1, Z2, . . . , ZN with extra weights p1, p2, . . . , pN satisfies∣∣∣∣E(φ(V ))−

∫
φ(t) dν(t)

∣∣∣∣ < ε .

Before proving Lemma 4.5, we need one more tiny statement about the structure of
the growing tree.

Lemma 4.11. For any vertex x ∈ N , let

Tx := e−λ∗τx , (52)

and for every x with |x| = n let

px :=
Tx∑

|y|=n Ty

for |x| = n . (53)

Then the sequence pn,max := max{px : |x| = n} converges to zero in probability.

Proof. We prove the stronger statement that pn,max converges to zero with probability
one. We use the form

pn,max =
max{Tx : |x| = n}∑

|y|=n Ty

. (54)

We show that the numerator converges to zero with probability one, while the denomi-
nator converges to a positive limit with probability one.

1. If the numerator does not converge to zero, then there is some ε > 0 and there
are infinitely many vertices x ∈ N with Tx > ε. Then, for all these x we have
τx < τ ∗ := − log ε

λ∗ , so infinitely many vertices are born within the finite time τ ∗.
This is known to have probability zero – see comment at (3).
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2. Iterating the decomposition of Θ, we get

Θ =
∑
|x|=n

TxΘx. (55)

Let Σn denote the σ-algebra generated by {σx : x ∈ N , |x| ≤ n} – that is, the
complete history of the tree growth up to the n-th level. Similarly, let Σ denote the
σ-algebra generated by {σx : x ∈ N}. Clearly Σn ⊂ Σn+1, Σ is generated by ∪nΣn,
and Θ is Σ-measurable. So Lévy’s ‘upward’ theorem ensures that E(Θ | Σn) → Θ
with probability one. However, if |x| = n, then Θx is independent of Σn, while Tx

is Σn-measurable, so (55) implies that

E(Θ | Σn) =
∑
|x|=n

TxEΘx = EΘ
∑
|x|=n

Tx,

so with probability one the denominator of (54) converges to Θ
EΘ

̸= 0.

Now we can complete the goal of this subsection:

Proof of Lemma 4.5. Actually we give the limit explicitly. Let ν be the measure on R+

with density function cxπ(x), where π(x) is the density of Θ, and c = 1
EΘ

is a normalizing
constant. We will show that

Xn ⇒ ν. (56)

Let us look directly at Xn = Θyn for some fixed n. This can also be constructed in the
following way:

1. Generate the birth times τx for all vertices x with |x| = n (that is, on the n-th level
of the tree). This defines the values Tx = e−λ∗τx , |x| = n. For better transparency,
let us normalize these values to get a probability distribution on the n-th level of
the tree, as before, see (53) for the definition of px.

2. Also generate the random variables Θx for |x| = n, which are independent of the
px.

3. Now yn is chosen from the points |x| = n according to the distribution µn, so the
weight given to some x is

∆x∑
|z|=n∆z

=
TxΘx∑

|z|=n TzΘz

=
pxΘx∑

|z|=n pzΘz

.

So, having the values px fixed, the value Xn = Θyn is the result of a size-biased sampling
from the independent random variables Θx, |x| = n, with additional weights px – just
like in the context of Lemma 4.9 and Lemma 4.10.
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Now we can prove (56). Let φ be a fixed bounded continuous function on R+, let Mφ

be an upper bound of |φ|, and let mφ =
∫
R+ φ dν (which satisfies |mφ| ≤ Mφ). Let ε > 0

be arbitrary.
Choose δ > 0 according to Lemma 4.10 so that if all the px on some level |x| = n are

at most δ, then ∣∣E (φ(Xn) | {px})−mφ

∣∣ < ε.

Lemma 4.11 implies that there exists an n0 such that for all n > n0,

P(max{px : |x| = n} > δ) <
ε

2Mφ

.

Let Ωn,δ denote the event that max{px : |x| = n} ≤ δ. For n > n0 we get∣∣E (φ(Xn))−mφ

∣∣ ≤ ∫ ∣∣E (φ(Xn)−mφ | {px})
∣∣ dP =

=

∫
Ωc

n,δ

∣∣E (φ(Xn)−mφ | {px})
∣∣ dP+

∫
Ωn,δ

∣∣E (φ(Xn)−mφ | {px})
∣∣ dP ≤

≤ 2MφP
(
Ωc

n,δ

)
+

∫
Ωn,δ

ε dP ≤ ε+ ε = 2ε.

4.7.3 Weak continuity of the transition kernel

This section is devoted to the proof of Lemma 4.6.

Proof of Lemma 4.6. We first show in Lemma 4.12 that the transition kernel P can be
written as (ηP )(B) =

∫
R+

∫
B
k(t, s) ds dη(t) where the kernel function k(t, s) is continuous

in the first variable (actually it is continuous in both variables). Lemma 4.13 – which is
a pure probability statement – says that such a kernel is continuous with respect to weak
convergence of measures.

In the lemma, we show a little more than what is needed for the above proof. In
particular, we also show that the kernel function k(t, s) is nowhere zero on R+ × R+,
because this is used in the proof of Proposition 4.4.

Lemma 4.12. The transition kernel P can be written as (ηP )(B) =
∫
R+

∫
B
k(t, s) ds dt

where the kernel function k(t, s) is continuous in both variables (in its domain (t, s) ∈
R+ × R+), and strictly positive.

Proof. For the time of the proof, let Θ and Θ′ denote two consecutive values of the
process, say Θ := Xn = Θyn , Θ

′ = Xn+1 = Θyn+1 . So the kernel function k(t, s) is just
the conditional density of Θ′ (as a function of s), under the condition Θ = t. So

k(t, s) =
ρ(t, s)

π(t)
,
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where ρ(t, s) is the joint density of the pair (Θ,Θ′), and π(t) is its first marginal – that
is, the density of Θ.

We know from Lemma 4.4 that Θ is indeed absolutely continuous w.r.t. Lebesgue
measure, and the density π is continuous and nonzero on R+. Knowing this, we now
show that ρ(t, s) is also continuous in both variables and nonzero on R+ × R+, which
completes the proof.

We restrict to the case K = 2. The case of a general K < ∞ causes no additional dif-
ficulty other than messy notation. Following the construction of the tree in Section 4.6.4,
we start with σ1, σ2,Θ1,Θ2 independent, with σi being exponentially distributed with
parameter w(i − 1)/λ∗ and Θi being distributed as Θ (i = 1, 2). We introduce the
temporary notation Si = e−λ∗σi and denote its density by gi. Explicit calculation gives
that

gi(u) =
w(i− 1)

λ∗ u
w(i−1)

λ∗ −111(0,1)(u), (57)

of which we will only use that u g1(u) is bounded.
Denote the joint density of (S1, S2,Θ1,Θ2) by

f(u1, u2, t1, t2) = g1(u1)g2(u2)π(t1)π(t2) .

We define
Θ = S1Θ1 + S1S2Θ2 = S1(Θ1 + S2Θ2) .

To get the appropriate joint distributions, in the probability vector (S1, S2,Θ1,Θ2) we
replace S1 by Θ, so let us denote the joint density of (Θ, S2,Θ1,Θ2) by f̃ . The density
transformation formula gives

f̃(t, u2, t1, t2) =
1

t1 + u2t2
f(

t

t1 + u2t2
, u2, t1, t2) =

1

t

t

t1 + u2t2
g1(

t

t1 + u2t2
)g2(u2)π(t1)π(t2) .

According to the construction, Θ′ is chosen to be either Θ1 or Θ2, with conditional
probabilities (given (S2,Θ1,Θ2) and conditionally independently of Θ)

P(Θ′ = Θ1|S2,Θ1,Θ2) =
Θ1

Θ1 + S2Θ2

,

P(Θ′ = Θ2|S2,Θ1,Θ2) =
S2Θ2

Θ1 + S2Θ2

.

So the joint density of (Θ,Θ′) is

ρ(t, s) =

∫∫
R2

s

s+ u2t2
f̃(t, u2, s, t2) dt2 du2 +

∫∫
R2

u2s

t1 + u2s
f̃(t, u2, t1, s) dt1 du2 =

=

∫∫
R2

f̄1(t, s, u2, t2) dt2 du2 +

∫∫
R2

f̄2(t, s, u2, t1) dt1 du2

All there is left is to show that both integrals on the right hand side are continuous and
nonzero for (t, s) ∈ R+ × R+. Now the integrands f̄1 and f̄2 are not exactly continuous,
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but they are continuous on their supports. 2 On the other hand, for every (t, s) ∈ R+×R+

the support of each integrand is a nice set (described in the footnote) with a boundary
of Lebesgue measure zero. That is, for every (t0, s0) ∈ R+ × R+,

f̄1(t, s, u2, t2)
(t,s)→(t0,s0)−→ f̄1(t0, s0, u2, t2) for Lebesgue-a.e. (u2, t2) ∈ R2 .

To get the desired continuity of the first integral by the Lebesgue dominated convergence
theorem, we only need to find an integrable (in (u2, t2)) uniform (in (t, s) near (t0, s0))
upper bound for

f̄1(t, s, u2, t2) =
s

s+ u2t2

1

t

t

s+ u2t2
g1(

t

s+ u2t2
)g2(u2)π(s)π(t2) .

The first factor is at most 1, and the product t
s+u2t2

g1(
t

s+u2t2
) is bounded because u g1(u)

is bounded due to (57). So we have

f̄1(t, s, u2, t2) ≤ C
1

t
π(s)g2(u2)π(t2) ≤ C(

1

t0
+ 1)(π(s) + 1)g2(u2)π(t2)

if (t, s) is close enough to (t0, s0), since
1
t
π(s) is continuous in (t0, s0). This upper bound

is clearly integrable in (u2, t2), so the dominated convergence theorem ensures that the
integral is also continuous.

The second integral in (58) can be shown to be continuous in exactly the same way.
Thus the continuity of k(t, s) is proven.

To get that ρ(t, s) (and thus k(t, s)) is strictly positive on R+ ×R+, we only need to
note that the support of the integrand is nonempty for every (t, s) ∈ R+ × R+ in both
integrals on the right hand side of (58). This comes again from (49), which shows that
any pair of positive values is possible for (Θ,Θ1) (in case of the first integrand) or for
(Θ,Θ2) (in case of the second integrand). (See the footnote 2 for explicit formulae.) The
integrands are of course also non-negative, so both integrals are positive.

Lemma 4.13. Let k : R+ × R+ → [0,∞) be a function continuous in the first variable,
such that for every t ∈ R+ the function k(t, .) is a probability density on R+ – that is,∫
R+ k(t, s) ds = 1. Let the operator P be defined on Borel probability measures of R+ by

(ηP )(B) :=

∫
R+

∫
B

k(t, s) ds dη(t)

for every Borel probability measure η on R+ and every Borel set B ⊂ R+. Then P is
continuous with respect to weak convergence of measures.

This lemma is an easy consequence of the following:

2The supports of the two integrands are actually not the same. Both of them are characterized by
the system of inequalities {0 < t1, t2; 0 < u2 < 1; 0 < t

t1+u2t2
< 1}, but with the choice s = t1 or s = t2,

respectively.
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Lemma 4.14. Let k : R+×R+ → [0,∞) be a function as in Lemma 4.13, and for every
t ∈ R+ let Kt denote the measure on R+ with density k(t, .). Then if tn is a sequence in
R+ converging to t, then Ktn converges to Kt weakly.

Proof. By assumption, {k(tn, .)}∞n=1 is a sequence of density functions converging point-
wise to the density function k(t, .). This implies weak convergence of the corresponding
measures through the Fatou lemma: for any Borel set B ⊂ R+

lim inf
n→∞

Ktn(B) = lim inf
n→∞

∫
B

k(tn, s) ds
Fatou

≥
∫
B

lim inf
n→∞

k(tn, s) ds =

∫
B

k(t, s) ds = Kt(B),

similarly
lim inf
n→∞

Ktn(B
c) ≥ Kt(B

c),

which implies

lim sup
n→∞

Ktn(B) = 1− lim inf
n→∞

Ktn(B
c) ≤ 1−Kt(B

c) = Kt(B) .

These together give
Ktn(B) → Kt(B) .

Remark 4.6. As one of the opponents of this dissertation, Dr. Tamás F. Móri pointed
out, Lemma 4.14 is in fact a consequence of the commonly known theorem which states
that the pointwise convergence of the density functions implies the convergence in total
variation of the according distributions, which in turn implies weak convergence. This
theorem is usually cited as that of Scheffé (see [43]), although it can already be found in
the work of Frigyes Riesz, from twenty years before (see [27]).

Proof of Lemma 4.13. Let φ : R+ → R be bounded and continuous and let ηn be a
sequence of measures on R+ converging weakly to η. By the definition of P ,∫

R+

φ d(ηnP ) =

∫
R+×R+

k(t, s)φ(s) d(ηn(t)× Leb(s)) =

=

∫
R+

[∫
R+

k(t, s)φ(s) ds

]
dηn(t).

The function

φ̄(t) :=

∫
R+

k(t, s)φ(s) ds

is obviously bounded, and also continuous: this is exactly the statement of Lemma 4.14.
But then the weak convergence of ηn to η implies that∫

R+

φ̄(t) dηn(t) →
∫
R+

φ̄(t) dη(t),

so we have ∫
R+

φ d(ηnP ) →
∫
R+

φ̄(t) dη(t) =

∫
R+

φ d(ηP )

for every bounded continuous φ, which is exactly what we want to prove.
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4.8 Proof of Theorem 4.3: computation of the entropy

This section consists of the proof of Theorem 4.3, the explicit calculation for the entropy.

Proof of Theorem 4.3. We know that 1
n
Hn = − 1

n

∑
|x|=n∆x log∆x converges almost surely

to some constant h, and this constant is equal to the limit of the expected values. For
this section we use the shorthand notation already introduced in (52),

Tx = e−λ∗τx . (58)

To compute h, first observe that

E
∑
|x|=n

∆xΘ log(∆xΘ) = E

∑
|x|=n

Θ∆x log∆x

+ E

(Θ logΘ)
∑
|x|=n

∆x

 =

E

Θ
∑
|x|=n

∆x log∆x

+ E (Θ logΘ) ,

where we have used that
∑

|x|=n∆x = 1 by definition.
Next we observe that on the other hand, the same expression can be written as

E
∑
|x|=n

∆xΘ log(∆xΘ) = E
∑
|x|=n

TxΘx log (TxΘx) =

E

∑
|x|=n

ΘxTx log (Tx)

+ E

∑
|x|=n

TxΘx log Θx

 =

∑
|x|=n

(EΘx)E (Tx log Tx) +
∑
|x|=n

E (Tx)E (Θx log Θx) =

(EΘ)E
∑
|x|=n

(Tx log Tx) + E (Θ logΘ)E

∑
|x|=n

Tx

 ,

where we have used that for any x ∈ N , Θx and τx are independent. Recall that

E
(∑

|x|=n Tx

)
= 1.

Since (32) implies that E (Θ logΘ) < ∞, comparing the two formulae gives the con-
clusion

E

Θ
∑
|x|=n

∆x log∆x

 = (EΘ)E

∑
|x|=n

Tx log Tx

 . (59)
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We compute the right-hand side with an induction,

An := E

∑
|x|=n

Tx log Tx

 = E

 ∑
|y|=n−1

K∑
i=1

Tyi log Tyi

 =

(
E

K∑
i=1

e−λ∗(τyi−τy)

)
E

 ∑
|y|=n−1

Ty log Ty

+

E
∑

|y|=n−1

Ty

E

(
K∑
i=1

e−λ∗(τyi−τy) log e−λ∗(τyi−τy)

)
=

An−1 + E

(
K∑
i=1

Ti log Ti

)
,

so

An = nE

(
K∑
i=1

Ti log Ti

)
.

Now write this back to (59) to get

E

(
Θ
1

n
Hn

)
= (EΘ)E

(
−

K∑
i=1

Ti log Ti

)
.

Since lim 1
n
Hn = h almost surely and EΘ < ∞, we can apply the dominated conver-

gence theorem if we check that 1
n
Hn is bounded. This follows from the standard upper

bound for entropy of measures on the finite set {x ∈ ∂N : |x| = n}, which has Kn

elements, coming from Jensen’s inequality:

Hn = −
∑
|x|=n

µn({x}) log µn({x}) =
∫

{x∈∂N :|x|=n}

log
1

µn({x})
dµn(x)

Jensen

≤

≤ log

∫
{x∈∂N :|x|=n}

1

µn({x})
dµn(x) = log

∑
|x|=n

µn({x})
1

µn({x})
= logKn = n logK,

so 1
n
Hn ≤ logK. Now dominated convergence gives

h = E

(
−

K∑
i=1

Ti log Ti

)
.

Recalling (58), the proof of the theorem is complete.

Remark 4.7. This value can be explicitly calculated, as soon as the weight function is
given, since the τi variables are the sum of independent, exponentially distributed random
variables with parameters (w(j))i−1

j=0. Alternatively, with the function ρ̂ defined in (3) in
Section 2.2.2,

h = λ∗ dρ̂(λ)

dλ

∣∣∣
λ=λ∗

.
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sequence of a scale-free random graph process. Random Structures Algorithms,
18(3):279–290, 2001.
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[40] Anna Rudas and Bálint Tóth. Random tree growth with branching processes - a
survey. In B Bollobás, R Kozma, and D Miklós, editors, Handbook of Large-Scale
Random Networks, volume 18 of Bolyai Society Mathematical Studies, chapter 4.
Springer, 2009.
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A Figures

The following figures visualize the difference in the random tree after 1000 discrete time
steps, depending on the choice of the weight function w. From a repellent case (w(k) =
1

k+1
), through the constant, square root and linear cases, we gradually reach the extremely

preferential case (w(k) = (k+1)3/2), the last choice producing the ”blow-up” phenomenon
studied in [36].

The simulation was written in Python and the resulting data set is visualized through
a certain spring-embedded algorithm in Cytoscape, both softwares are freeware (the
layout used inside Cytoscape is called yFiles:Organic).
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, 1000 discrete time steps
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Figure 2: w(k) = 1, 1000 discrete time steps
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Figure 4: w(k) = k + 1, 1000 discrete time steps
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Figure 5: w(k) = (k + 1)3/2, 1000 discrete time steps
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