
1. Let fM (x) = C exp(− 1
2 〈x,Mx〉) be a probability distribution over Rn.

Show that

C =

√
DetM
(2π)n

2. Show that the quadratic matrix of a marginal distribution of fM is a Schur
complement of M .

3. Define the Boltzman entropy of a distribution by h(f) = −
∫
f(x) log(f(x))dx.

Calculate h(fM ).
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