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1 The Model

1.1 Motivation

In this thesis we study a random walk generated by a renewal process with polynomial
tail distribution. The motivation comes from the study of billiards, which are chaotic
systems. This is an actively researched topic (see the monograph [6] for detail). The
main idea is that a billiard ball is initialized from some point with a given direction.
There are scattering objects on R?, placed in a periodic manner, which, if hit by the ball,
will reflect it into a direction, with the classic angle of incidence = angle of reflection
law. If the scatterers are convex, then from the chaotic manner of this system, after a
handful of reflections the position of the ball can be thought of as random, independent
of the starting point.

A system has the "infinite horizon" property if the possible travel lengths of a bil-
liard ball, in between hitting scatterers is not bounded from above. One model of great
interest, which may possess the infinite horizon property, is the Lorentz model where a
gas molecule is "playing the role of the billiard ball", bouncing around when hitting the
scatterers. This model and its properties are discussed in great detail in [8].

A simple case is when circular scattering objects are placed on the lattice points of
72 with radius small enough that they do not intersect. The non-intersecting placement
ensures the infinite horizon property, because a molecule can wonder into a "corridor"
where theoretically it could fly for an arbitrary long time.

We are going to present a simpler model that is inspired by the analogy: There is a
particle, which moves on a 1 dimensional line and it randomly changes direction, which
can be interpreted as collisions. The consecutive directions are +1 with probabilities
% — %, the intercollision times are also i.i.d. and thus the collision moments give us a
renewal process. Here in our setup arrival distributions have polynomial tails.

Obviously this is a huge simplification for a particle movement, but it still captures
the wandering in a corridor where exact vertical placement is almost negligible, all the
important data are the hitting times and horizontal travel directions. The true billiard
process is more complicated though, long flights in corridors interchange with a series of

shorter flights, which, as a first approximation can be regarded as the random change of

direction of the corridor motion.



The infinite horizon property implies a tail distribution. The already studied case is
P(L > z) ~ 272 (see [5] for detail). As a consequence, such Lorentz models have limit
theorems different from that of the standard Central Limit Theorem. In particular, al-
though, the limit remains Gaussian, a \/nIn(n) scaling is needed instead of the standard
v/, thanks to the infinite horizon property. These non-standard limit laws are described
in [9].

Furthermore, for this special case of tail distribution ~ 272 a discrepancy between
convergence in distribution and convergence of moments was observed ([5], [7], [10]), also
discussed later here in subsection 1.4. This only gets more interesting by the observation
made in [5] appendix A, which introduces the same model that we study in this present
thesis (subsection 1.2). This shows that the discrepancy between convergence in distri-
butions and second moments is not a result of the physical model or some effect of the

2 as this pure probabilistic

chaotic system, but it is a mere consequence of the tail ~ x~
model also yields these "paradoxes".

We intend to further investigate this kind of behavior by extending the model of [5],
Appendix A to other tail distributions and studying not only the variances, but also
higher cumulants of the tail distribution. A similar approach can be found in [7], which
also studies the behavior of different cumulants in a billiard model with tail distribution
~ zt.

Finally, let us note that distributions with polynomial decay occur in many areas of
mathematics and applications, so there is a chance that results obtained here could be

applicable elsewhere.

1.2 Description

Our model has the following setup. Let us consider a renewal process with arrival times
0<Ty<Tiy <Ty<....Let {(x) be the process, which has values 1 or -1 in between
arrival times, with even probabilities (That is +1/ — 1 with probability 3)

More precisely let & Vi € N be iid. random variables with probabilities:
P(¢& =0) =P(& =1) = 1. Now £(z) is the process defined as {(z) := & if Ti—y <z < T}
i>1and &(x) =& if v <Tp

Moreover, for some a > 0 and § > 2 fixed, let Ly = T, — Tx_1 be independent

identically distributed random variables (the k’th interarrival time) with polynomial tail



behavior P(L > x) ~ az~” , but occasionally we are going to assume an ever slightly
stronger condition, that is P(L > z) = az™” + O(z™#71) as  — oo (a > 0,3 > 2) and
let the Ly’s have distribution L. Also let u = E(L)

Here, and throughout my thesis , a(t) ~ b(t) means that :

ast — oo

Now let us define the two main subjects of our investigation:

Sy = /OT (t)dt (1)

and

X =&Le, Sp=>_ Xi (2)
=1

Where kK > 1 and n > 1.
Also X, are all i.i.d. random variables, so let’s call their common distribution X. Note
that | X| = L, yet the distribution of X is symmetric so E(X) = 0 and E(X?) =0

These two quantities are related. If T' = T,, is an arrival time for some n € N then
(51, =)Sr = S + &7To

For each ¢t > 0 let’s define: m(t) = min{m € N:¢ < T,,} and then

H(t) = m(t) — t the residual time. To ensure stationarity let 7y have distribution:

P(H(t) > u) =P(Ty > u) (3)

Also it follows from [2] Chapter 3 (Theorem 3.9) , (because of the sized biased dis-
tribution) , that:
1 o)
P(T, > t) = f/ P(L > z)dz
e
1.3 Moments and Cumulants

We are going to define the cumulants just like in [1] Chapter T §2
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Definition 1.1. Let X be a random variable. It’s logarithmic characteristic function is
defined as In(vx(t)) = In(E(e™™)). If in(¢x(t)) is n times differentiable, then the n'th
cumulant of X is:

Co(X) = ; [j; ln(]E(eitX))]

t=0

It is easy to see that if the logarithmic characteristic function has a Taylor expansion

around 0 then it is:

in(E(e)) = 3 0 ()

So the cumulants are easily obtainable from the Taylor expansion.
Some special cumulants are E(X) = C;(X) and Var(X) = Co(X). Higher cumulants do
not coincide with central moments but can be expressed in terms of them. In particular

we have the following property:

Lemma 1.2. Assume X is a random variable, whose 4th moment ezists and E(X) =0,

then the 4th cummulant of X can be expressed as:

C4(X) = E(X*) - 3(E(X?))?

Proof. See [1] Chapter L. O

Here it is worth noting that if X has standard normal distribution, then :

In(E (X)) = —;tz

So all cumulants (except the second , which is the variance) are 0. This is why cumulants,

in some way, measure the "distance" from the standard normal distribution.

1.4 Our Goal

Now that the model is clear, let’s ask the question: why are we doing this ? The original
idea comes from [5] (Appendix A).
Here the case § = 2 is discussed , where the Central Limit Theorem is not

applicable, since the variances don’t exist. The observation made there was, that using
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a modified Central limit theorem on the i.i.d. sum S, (2) it is true that (by [3] Section

XVIL5, Theorem 2):
S

n-In(n)

— N (0,a)

Here ’a’ is the constant of the L distribution. From this Central Limit Theorem used
for the i.i.d. sum S,,we can conclude by the Law of Large Numbers that the renewal

process also converges in distribution:

L _>N (0, a)
Tn(T) H

In contrast to the limit of the second moment calculated in Appendix A of [5]:

2
lim B (21| 22
n—oo  \ T'In(T) 1

Here this doubling effect is a direct analogue of what has been observed in infinite

horizon Lorentz models ([7],[10]) (The wu is there because of the renewal process, but there
we would expect to find % ). We would like to further investigate the extent of these
interesting phenomena, by asking the question: what happens to different cumulants at
the relevant ’critical tail distribution’. In particular we focus on the behavior of the 4th
cumulant at § > 4. First calculating it for S, in the I.LI.LD. sums section. Later in the
Renewal Process part calculating for Sr. However, in contrast to § = 2, here we are

going to have the classical Central Limit Theorem , since the second moment of X exists.

2 IL.I.D. Sums

Lemma 2.1. Let X,Y be independent random variables and let n € N.

Co(X+Y)=Ch(X)+Co(Y)

Proof. 1t is trivial with the properties of the characteristic function, that:
In(E(¢“)) = In(E(e"Y)) + In(B()) =

Rewriting this with the help of (4) :



). > X),. > Cr(Y
I (Zt)k:kgl ]i' )<Zt)k+ ( )

k!

k!

(it)* = (it)"

k=1 k=1 k=1
Now using the fact that 2 Taylor series are equal if and only if their coefficients are

all equal. We get the desired result. O
Here we fix some notation.

Definition 2.2. Let f(x) be the density function of the distribution of L.
Let fx(z) be the density function of the distribution of X.
Let ¢x(t) := E(e™) denote the characteristic function of X at t.

In the case where (5 > 4:

fo(z) = Baz= BT 4 o(2= D) as x — 400

fx(x) = fx(—z) = ga:c(ﬁ“) + o(z~PH) as T — +00
Now lets consider S,, defined in (2). According to the Central Limit Theorem: (Be-
cause 2nd moment exists)
50
NG
(Here E(X) = 0, and E(X?) = Var(X) = 0?). What we would like to approximate

is the "rate" at which it converges to the normal distribution.

— N(0,0%) as n— oo

It follows easily from the properties of the characteristic function (see [3] chapter XV,

lemma 1):

In(¢s,/ym(t) = W([x (t/vn)]") = n - In([Px(t/v/n)]) (5)

In the 8 > 4 case the fourth cumulant exists; also, because of the symmetric nature of
X (C1(X) =0 and C3(X) = 0) the Taylor expansion will look like:

In(vs, ) m(t)) = ot® | C(X)t <1

—— — R
5 + 21 n+0 n> as n— 00, foranyte

In the case where § = 4:

fr(z) = 4ax™® + o(x7°) as T — +00
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fx(@) = fx(—z) = 2az7° + o(z°) as T — 400

Here what we actually have to approximate is (n(¢x(t)), which by (5) provides di-
rectly an expansion of In(¢g, , =(t)). We will do this by finding its Taylor series. The

method is from [4] (proof of proposition 1.1). Which focuses on the cases when 5 < 2,
in particular for § = 2 gets:

In(yx(t)) = —at’In (1) +O(t*) as t—

from which, the well-known non-standard limit law follows:

t2
In(Y_s. (t) = S o(l) as n— o0, foranyteR
V/nln(n) 2

Since this paper considers only 8 < 2 we have to modify its methods to work properly
in our case (§ =4).

[e.9]

0 -1
E(e™) = / e fx(z)dr = M + / e 2ax " dx + / " 2azx " dx (6)
1 —00

—00

Here M denotes:

1 oo -1
M:/eitxfx(x)dx—i—/eith(m_‘r’)dqu / e o(z~%)dx
-1 1 —00

Let us fix t > 0. If ¢ < 0 similar computation applies with || instead of t. So now we
need to calculate the integral in (6), let’s name it 2. Here is where we rely on [4], (also
introducing z = tx) :

o0

. T -5 1 T
O, = / " 2axdx = 2a / e'* <i) gdz = 2at? / ¥z %dz
=1 z=t z=t
And with 2z = —tx:
-1 t 51
Q_ = / e 2axdr = 2a / e ¥ (tz) ;dz =
T=—00 2Z=00
= 2at* / e P2 dy = 2at4/ ez =5dz = Q.
z=t

z=t



Definition 2.3. Let ¢ denote the function:

22§23 2
=1tiz— o -2 i<
o(z) + iz 5 5 +24 {z <1}

Where [{z < 1} is the indicator of the event {z < 1}.

Now we can say that:

Q. = 2at* / ez dz = 2at* / {eiz - qb(z)] 2 0dz + 2at* / P(2)z " dz (7)
z=t z=t z=t

Below we show that the first integral will be of O(t?), thanks to the carefully designed
¢. Indeed

The [t, 1] part:
2at* j [eiz - qﬁ(z)} 2z %dz = 2at* j {z‘5 ;i (Z;Rk} dz = O(th) (8)

The last step stands, as 275 372 (l;,)k is clearly the Taylor series of a well defined
and continuous function on [0, 1], meaning it is bounded there as well. Thus the integral
on [t,1] is of O(1) as t — 0.

The [1, 00| part:

2at4/ {eiz—¢(z)]z_5dz < 2at! / P eiz—gzﬁ(z)‘dzg
z=1 z=1
o0 2 3
< 2at* / 270 eiz—l—iz—i-i—l—z dz <
2 6
z=1
LT e=l 11 i 1 i
Triro1 1 1 1

4 _ 4

Where the last step is true, since the integral is finite, meaning it is of O(1)

The second integral in (7):




1
1 i1 i1
-yt D (10
t Wt e e g m® (10)

1

-1 1 . 1 . 1
424 323 422 6z .
Some observations regarding these terms. Note that these terms are multiplied by a

factor at* in (9), thus their powers in ¢ are increased by 4. If we write them back into

(6), it follows from the definitions of the cumulants (def 1.1) that:

. ﬁ together with M and Q_ will give us a 1, as E(¢"X) is a characteristic function.

27 together with M and Q_ will give us a 0 - ¢, as the E(X) = 0.

L
412

—o3t?
2

, as the Variance of X is o2.

together with M and Q_ will give us a

. é together with M and Q_ will give us a 0 - t3, as for symmetric distributions
E(X?) is also 0.

« 5;In(t), which corresponds to the term ¢* - In (%) will be the same in Q_. As

Q_ =, and this term has a real coefficient

o ttIn (%) is missing from M, where the next term after 3 will be t* which = O(t?).

Which means that the first relevant term after ¢? is ¢*In(¢). Now combining all of
this by using the equations (8),(9),(10) and putting the above mentioned observations

about the characteristic function back into (6) we get:

0 -1
E(e"™) = M + / e 2ax " dx + / e 2ax " dx =
1 —00
242 0.2t2 —a

t -1
140t — "7 +0t2+2- 2at4ﬂ In(t) + Ot =1— - + ?t“ In(t) + O(t*) (11)
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This is all good, however we actually need the logarithmic characteristic function.

However this is not a problem, we just need to find the Taylor expansion of In(1 + x):

2
ln(1+x):0+z—%+0(9§2)

by substituting 1 + ( — 8 4 et n(t) + O(t4)) into the place of 1 + x:

In((x (1)) = In(E(e™) = (= T+ () +0()) + O(r) =
- —U; + %t‘* In (1) +O(th (12)

2
It is because <— # + 2t In(t) + O(t4)> is already of O(t*), as are the other higher

terms in In(1 + z).

Lastly calculating In(vg, , /(t)): Let’s use (5) and (12)

(s, /ya(t) = - ([ (t/vn)]) =
[ G ) () o ()]

o*t?  at* N 1 ¢
= T m(=)+ 21 v
> " n h(t) "3 n(")} O <n>
The next step is to look at this expression for fixed ¢t and determine what happens

as n — co. Now we get what we were looking for by using that if f(z) = O(z*) around

0, then f(z) = o(z*In(1)). So the dominant term after the constant in n is —lnfl"):
o?t?  a-ttln(n) t
1 = — — 1
(s, /m(t)) st . T9, (13)

3 Renewal Process

Our goal in this section is to give estimates on Cy4(S7) with the help of lemma 1.2. We
start with an easy case where L has exponential distribution (Poisson point process).
Then we calculate it for a general L with 5 > 4 , where the calculations are much harder.
(Comparing the results to the exponential case we should get the same results.) Then it

will be easier to construct the somewhat special case of 8 = 4 from the arguments made
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in the general (5 > 4) case, which we will do so in the last part of this section.
To compute Cy4(S7), we need the moments E(S7) and E(S%) (according to lemma 1.2).
We don’t need to calculate everything exactly and we will use different precision for
different cases. (The exponential will be calculated exactly)

The case where > 4: We will find that o(T") precision will suffice. As the leading

terms in E(S7) and in 3(E(S%))?, both ~ T2, will cancel out; leaving us with a constant *
T + o(T) expression for C4(Sr). Here the constant will be precisely calculated, but for
the other terms we will only show that they are o(T).

The case where 8 = 4: Here we can be even less accurate, as the remaining leading

term after the cancellation will be of order T'In(7"). Calculating its exact coefficient is

necessary; however, the terms with less significance (O(T')) are not needed exactly.

3.1 Notations

Let us introduce a notation G,,(s) which will be useful to us. It is defined recursively in

the following way:

Definition 3.1. Let

Go(s) = iIP(L > 8)

where p is chosen in a way that Go(s) is a density function supported on R™ (The density
function of Ty). Now we can define:
1 00
G1(s) ::]P’(T0>s):—/ P(L > z)dx for s>0
o Js
If G,.(s) is already defined then:

Gnii1(s) = /:O G, (z)dz for s>0

Note that G, (s) for n > 1 is not a density function.
We can come up with some approximations for G, (s) ( assuming [ is large enough

in the setup described above )

Lemma 3.2. if n < 8 then G,(s) exists and:

a

) = )

s~ (B=n) 4 O(S—(B—n+1))
as s — 00

12



Proof. Induction in n. The first step is for n = 1

Gi(s) =P(Ty > s) = ;/OO P(Ly > z)dx = 1/ ax™ + Oz~ P dg =

o Js
— [_“ =B @(x—w)l L 0L o),
Assume true until n-1, then:
o0 oo a
= G- xdx:/ I S—- Ui N 1O G N o
|, Gtz = | e S

o0

= (B=n) 4 (= (B=n+D)
[w—nm oyt ol ﬂ

N YO )
WL (B =) ( )

Tr=s

Another equality, which is not hard to see is the following:

Lemma 3.3. if n < 3 then

1 n—1 1 n
G,(0) = (n_l)!]E(T ) = mE(L )

Where L has the same distribution as the Ly’s , also Ty has density function Go(t)

Proof.

[e.e]

Gn(O) - Gn 1(t1 dtl - / Gn_g(t2>dt2dt1 -

t1=0 t1=0 Jta=t1

= / / Gn 2 t2 dtldtz = / tQGn72<t2)dt2 .
=0t t2=0
n— 2

2=

= (Gt = [~

]P)(To > tn—l)dtn—l =

tn—1=0 (n - 2)
fe's) 00 tn 2

_ Golt)dtdt, / / Dt adt, =
tnlotn_tnl n—2 o(tn) L tn=0Jt,_1=0 ( Goltn) !

_ BT Gt = — R

" Jmo (n— 1)1 O T (g )0

Since Go(t) is the density function of T

13



The second equation has the same proof save stopping at the last step. L has density

function [y (t)

o0 tn—l o0 tn—l 1
GnOZ/ n thdtn:/ (L t)dt, =
(0) (n—1)! o(tn) (n—1)!p ( )
n=0 tn=0
00 00 0o tn+t1
! tn th! tn
— / / n : 'fL( +1)dtn+1dtn — / n : 'fL( +1)dtndtn+1 —
tn=01tpr1=tn (n - ) Hl tn+1=01,=0 <n N ) lu
[t Lo,
= / —— fr(tpy1)dt, 1 = —E(L")
(n)!p nlu
tn4+1=0
O

There is one more equation about the G,,(x)’s that will be quite useful later:

Lemma 3.4. if n < 3 then

d
%Gn(w =—Gn (t)

Tem=2 / : G 1 (s)ds = C‘i [(n_ll)!]E(Tg—l) _ / tzo Gn_l(s)ds] _

-4l L o] =
O

In this section our main goal is to calculate or approximate the 4th cumulant of the
random variables Sr (defined in subsection 1). This requires the second and the fourth
moment (as stated in Lemma 1.2). It is not easy to calculate the fourth moment of
St with a general L tail distribution. However some general observations can be made
about the integral that will bring us closer to computing C4(Sr). To make this easier we

introduce 4 events to simplify formulas.

Definition 3.5. Let 0 <t <ty < t3 <ty <T be four numbers and let

14



A={H(t)) >ty —t;}
B ={H(t3) >ty — t3}
C={ty—t1>H(t1) >ta —t1}
D={H(t;) >ty —t,}

be four events.

[ el ———] — — [
0 t4  tz2 t3 by T 0 44 byt ta T
(a) A event (b) B event
e p——) | \
0 4 4y Ly & T = = t———
0 #©u €, t3 1 T
(c) C event (d) D event

Figure 1: Events

It is important to note, that B and C are events concerning distinct renewal intervals.

Lemma 3.6. (/5], Appendiz A) Without loss of generality let 0 < t; <ty <T. Then

T to

E(S2) = 2! / / P(A)dt, dts
to=01t1=0
Proof. We start with the expansion.
T to
B =2 [ [ Bttt
to=01t1=0

15



Now E[£(t1)&(t2)] can be written in terms of conditional expectation, where we condition
on the t;’s placement in relation with the arrival times. Because if ¢; and t, are in
the same renewal period then the product of &, and &, will certainly be 1. (Indeed if
t1,t2 € [Tk—1,Tk] then the respective £ values are the same). However, if ¢; and t, are
in different renewal blocks, then because of the independence of the &;’s, the product’s
expected value will become the expected values’ product. Also from the distribution of

&’s the expected values are 0.

E[E(t1)E(t2)] = E[E(t1)E(t2) | ta — t1 > H(t1)] - P(ta — t1 > H(t1))
+E[E(t1)E(t2) | H(tr) > ta —ta] -P(H(t1) > t2 —t1) =
—P(H(L) > ts — t1) = P(A)

Exactly because to — t; > H(t;) means that &, and &, have values &; with different
i’s. Meaning their product’s expected value is 0. Also E[£(t1)E(t2) | H(t1) > to — ty] is
exactly 1 because from the condition follows: &, = &, = &)

]

Lemma 3.7. Without loss of generality let 0 <t <ty <t3 <ty <T. Then

E(SL) = 4! /T ] 7 7(P(D)+P(CmB)>dt1dt2dt3dt4

t4=0t3=0t2=01t1=0

Proof.

T tg t3 to

Bsp =4 [ [ [ [ EE@)est)e(t)dndtdtsdt,

t4=0t3=0 ty=0t; =0

This is very similar to the proof of lemma 3.6. With extra possible divisions of the
t;’s. But the gist of it is the same. E[£(t1)£(t2)&(t3)E(t4)] is only non-zero in those cases
when there is an even number of ¢’s in each renewal period, then their product will be
positive. Because of independence if an odd number of ¢;’s are in one renewal period
then the product’s expected value will be zero (here then it is certainly true that there
exists a t; which sits alone in a renewal block, whose expected value is 0 ). It is easy

to see that t;’s can only be placed in 2 ways for this product to have non-zero expected

16



value. Either all four of them are in 1 big renewal period (D) or 2-2 of them are in two

distinct renewal periods (C'N B). From this follows:

E[E(t1)E(t2)&(t3)E(ta)] =
E[§(t1)§(t2)§(t3)6(ta) | D |- P(D) + E[£(t1)E(t2)E(t3)E(ts) | CN B |- P(C'N B)

Because of the conditions these expected values will be 1 , that leaves us with the

sum of their probabilities, which is what we were looking for.
O

In the next subsections we will derive the exact values or estimates of C4(St). Firstly
in the exponential case, then turning to general tail distributions with 5 > 4 followed by

the special case [ = 4.

3.2 Exponential Case

Let L have tail distribution P(L > x) = e ** (A > 0). First , observe that the prob-
abilities from lemma 3.6 and 3.7 are easily obtainable because of the properties of the

Poisson point process.
P(A) = P(H(t)) >ty — t;) = e At27t) (14)

P(D) =P(H(t)) >ty — t;) = e M=)

Exactly because of the memoryless property of the exponential distribution:

]P)(O N B) = ]P)({H(tg) >ty — tg} N {tg — 1 > H(tl) >ty — tl}) =
=P({H(t3) > ts —t3}P({ts —t1 > H(t1) > to —t1}) =

— 6—A(t4—t3)(6—)\(t2—t1) o 6—)\(t3—t1)) —

e*)\(t4 —t3+ia 7t1) _ e*)\(t4 7751)

Now from this:

P(D) +P(C N B) = ¢ Ata-tattz=t) (15)

17



Now with this in mind we can calculate C4(S7). First let’s calculate E(S7) with the
help of lemma 3.7 and equation (15)

1 T tq t3 to
B = [ [ [ [ (eD)+BCnB))dndiadrar, -
’ ta=0t3=0 to=0 t; =0
T tq t3 to
_ / e~ Mta—tstta=t) gp. it dtadlt, —
t4=0t3=01t2=01¢1=0
T ty t3 to
= / 6_>\t4 / Ata 6_)\t2 / Atldtldt2dt3dt4 =
t4=0 t3=0 to=0 t1=0
1 T ta t3 .
= X / o M4 / M3 / e N2 [6>‘t1]02 dtodtsdty =
t4=0 t3=0 to=0
1 T ty t3
=5 / e A4 / eMs / e M2 (M2 — 1)dtydtzdty =
t4=0 t3=0 to=0
1 T ty t3
= X / 6_)\t4 / 6>\t3 / (1 — €_>\t2>dt2dt3dt4 =
t4=0 t3=0 to=0
1 ? 1,08
= / e M / A [t + < ”Z] dtsdts =
A 2\ 0
t4=0 t3=0
T ta
1 —Aty / At L1y
== ts+ ~ — ~ M) dtgdty =
A\ / e (6 3+ \ )\6 ) 3Qly
t4=0 t3=0
T ta T tq
/ —Ata / M3ty dtsdiy +32 / —At4 / 1dtsdt, + 33 / e M4 / — M3 dtsdty

t4=0 t3=0

Lets name the three terms of this sum by I, Is and I3 respectively. Lets solve them
1 by 1, first I; :

1 L 1 . 1 1 1
h:X / e M4 / 6)‘t3t3dt3dt4:X / e M Xe)\t4t4_X / eMdty | dty =

t4=0 t3=0 t4=0 t3=0

T T
1 e [1 ] 1 L1
:/\2/<t4_6 e, Jan=se [ (e gy )=

18



171, 1 VR E | 1 . 1
=— |zt —~ty— —e M| =—T"——-T-—— —
A2 {2754 N e L S} CA A VA
Now determine Is:
1 T tg 1 T
I2:ﬁ / €_>\t4 / 1dt3dt4:p / S_At4t4dt4:
t4=0 t3=0 t4=0
1 -1 } / v L 1 [ 1 —/\t]T
= | |—e Mt ddty | = ——eMT 4+ = [—ce™| =
¥ [)\ X, YA Tl S
L ar Lo 1
:—ﬁe T—ﬁe +ﬁ
Lastly I5:
17 7 1 1,14
IB:ﬁ / €_>\t4 / —6)\t3dt3dt4:§ / e_)‘t“ |:/\€)\t3:| dt4:
t4=0 t3=0 t4=0 0
T
1 —At 1 1 o g 1 L 1
:Agt/o<_1+e 4)‘“4 A3[ faimye 4]02 Wl T
=
Now putting all this together we have that :
—E(S}) =0+ 1+ 13
1 1 LSNVARS RS U AN SV SRR IR SSURN [ VA
b U vU S viab v LA LA Vi b LAY
1, 2 3 1 g 3 a2 3
ol Twl T we o mgel ottt

Since T is a big number, that is what we are assuming, then e *7 goes to zero

exponentially. From this we can conclude that.

12 48, T2
E(S7) = ETQ “wltat o(1) (16)

Now lets focus on E(S%). Using lemma 3.6 and equation (14) we can write:

T to

T
g1@(52): / / A)dt dty = / / Mta=t1) gt dt, = / M / M dtydt

to=0t1= to=0t1= to=0 t1=0
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Notice that this is nothing else then —\?I5. Meaning:

Tt T e

AT

1 1 1 2 2 2
E(52) = —(21))2 (—)\?’T - e )\4> T

Similarly to the case of E(S%) , all the elements that have e™** in them go to zero

exponentially. Applying this we get:

E(S2) = /2\T— ;+0(1) (17)

Now we have all the ingredients to express C4(Sr). From lemma 1.2 and equations
(17) and (16) we get that:

12 48 72 2 2\2

Ca(Sr) = B(XY) — 3(E(X?))? = (v T - ST+ A4) ~3 (/\T - A2) +o(1)
12, 48, 72 12, 2, 12

BRI Vi VI i vt

By simplifying we get that the T terms cancel out, leaving us with an expression whose

leading order is ~ T"

24 60
C4(ST) = /\ —T + ﬁ + 0(1) (18)

For future reference we also include an overall simple relation:

Lemma 3.8. In the case where L has distribution Exp(\) (A > 0):

Proof. First by the help of lemma 3.3 it is clear that:

G (0) = WML”)

Since L has exponential distribution then E(L) = = 5. Now we only need E(L"):
E(L") = /x”e_)“dx = {—)\x”e_)‘x] +
0

% P 16—)\J:dx — %E(Ln_l)

20



Now by induction it is clear that:

n! n!
E(L") = —E(L%) = —
(1) = DEw) =
Writing it back into the equation with G,,(0) we get:
1 A nl 1
Gp(0)=—E(L") = —— =
(0) nlu (%) nlAn  An—l

3.3 Polynomial Case (5 > 4)

These calculations were exploratory, for a Poisson point process we could calculate ev-
erything exactly. When we consider more general tail distributions the events A, B,
C, D will have to be handled more carefully as the nice properties of the exponential
distribution do not apply in general.

We will use the approximation that B and C are regarded independent. Although an
approximation, this is still a reasonable assumption, justified by the following argument.
If T — oo the distance between 5 and t3 is growing larger and larger. When this distance
is huge then the two events have almost negligible effect on each other. During the time
t3 — to the renewal process "almost completely forgets the past', that is H(t3) can be
assumed to be independent of H(ty) and H(t;), meaning that B is independent of C.
Remember that B and C are events concerning distinct renewal intervals. (See figure 1
on page 15)

Now let’s consider the more general case, when L has a polynomial tail distribution
P(L > ) ~ az™” as x — oo. In the next 2 subsections we will be heavily relying on the
notations of G, (z) ( Definition 3.1 ).

However we must handle the G, (z)’s carefully as not all of them exist. By lemma
3.2 we know that

Gn(z) = cya= B 4 Oz~ B—nHD) (n<pB)

The constant’s exact value here is irrelevant. From this we know that for n < 8, G, (z)

certainly exists since we integrate GG,,_1 to get it and here:
Gn1(z) = cpzB=mtD L (g~ B+
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Where 2=~ is integrable , since 8 —n + 1 > 1. So if 8 > 4 then G, (r)’s exist for
n <4 < . So we can use them without any problem.

Let’s start by calculating E(S%) , where according to lemma 3.6:

—IE (S2) = / / E(t))E(ty)|dtdty = / / Adt,dty =

to=0t1= to=01t1=

because of stationarity (3) and the definition of G, (k) (def 3.1)

T to T to
= / / P(TQ >ty — tl)dtldtg = / / Gl(tg — tl)dtldtz =
to=01t1=0 to=0t1=0

With the substitution s = t5 — t; and by the definition of Gy(k) (def 3.1)

= /T ]2 G1(s)dsdty = /T <G2(0) - G2(lf2))dt2 =TG>(0) — (G3(0) — G3(T))

So we can conclude that :

E(S7) = 2(TG2(0) — G3(0) + G5(T)) (19)

Using lemma 3.8 we can compare this to the already calculated exponential E(S%) in

(17). In this case:

E(S2) = 2(TG5(0) — G5(0) + G5(T)) = iT - ; +o(1)

In accordance with (17). (We used here that in the exponential case G3(T) ~ e—constant+T

= o(1)).

Here it is worth noting that during the argument for (19), we did not use that 5 > 4.
In fact this equation stays true for § = 4 and we will refer back to it in Subsection 3.4.
Also I would like to mention that in [5] similar calculations are done however, without
the G, () notation. So our argument for E(S%) is depending on the existence of G3(z)

and G(z), to be more precise:

o for f >3 (19) is true
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o for 3 > > 2 this argument stands, save G3(z)’s existence. There we should use:

/ (GQ(O) — Gg(t2)>dt2 = TG5(0) 4 o(T37P) = TG4(0) + o(T)

to=0
o for f = 2 the explicit argument in [5] gives us:

E(S2) = Qijm + o)

Which is exactly the doubling effect mentioned in section 1.4.

This concludes our discussion of E(S%).

Now lets focus on the rather complicated E(S7?). The calculations are ele-
mentary however there is a lot of them and as we approach the end result , we will be
dividing it into smaller integrals, solving it one bit at a time. But first let’s draw the big

picture using lemma 3.7:

T (7 t3 to T ty t3 2
:/ ]P’(D)dtldtzdtgdt4+/ / / / P(C N B)dtydtsdtsdt,  (20)
t4=01t3=012=0t1=0 t4=01t3=01t2=0t1=0

The case of P(D):

Let’s start by solving the term involving P(D).

ta t3

D)dtdtsdtsdt, = / / / / H(t) >ty — t)dtdbadtsdty, =

t4=0t3=0t2=01t1=

i \E
1 \S

LLL L

because of the stationarity of Tj (3)

T tg tz3 it
- / / / / P<T0 > t4 - tl)dtldtzdt3dt4 e
t4=01t3=01t2=01¢t1=0
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by the definiton of G,,(k)’s (def 3.1)

:/ / / / G (ty — t)dt dtydtsdty =
t4=01t3=01t2=01¢t1=0

by s = t4 — t; substitution:

_ /T ] / / G (s)dsdtadtsdl, = / / /(G2 t—ty) — G2(t4))dt2dt3dt4—

t4=0t3=0to=0 s=ts—t2 t4=0t3=0t2=0

by u = t4 — t5 substitution:

//(G2t4t3+ / Gslu du)dtgdt4—

ta=01t3 u=ty—t3

B / /4 [—Ga(ta)ts + G3(ts — t3) — Ga(ta)|dtsdty, =

t4=01t3=0

by v = t4 — t3 substitution:

T

— / (—GQ(t4) — Gy(ty t4+/G3 dv) dty = (21)

t4=0 V=l

[O ;Gg(m)tidu - / Gy(ta)tadts + / [G4(0) — Ga(ta)]dts =

ty t4=0 t4=0

T
|
— TG4(0) — / 5 Galta) ity — / Ga(ta)tadty — / Ga(ty)dt, =
ta=0 t t

4= 4=

= TG4(0) — U1 — U2 — U3
Where the names are:

T
1
U1: / 5G2(t4)tidt4
0

tg=

U, = / Gy (ta)tadts

ta=
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Uy = / Ga(ta)dts
t4=0

Solving them 1 by 1 with integration by parts and using lemma 3.4:

T T

1 1 ! 1
U, = / §G2(t4)tidt4 — [_203(754)153] + / G (ty)tsdty = _§T2G3(T) + U,
0

t4=0 t4=0

T

U, = / Gis(t)tadty = [~Ga(ta)td)t + / Galts)dts = —TGH(T) + Us

ta= t4=0

T
Us= [ Gulta)dts = Gs(0) — Gs(T)
t4=0
At this point we discuss the § =5, 8 > 5 and 4 < 8 < 5 cases separately. Technically
here we assume that Gj(x) exists, which would require § > 5 but the last step is

replaceable for 4 < B < 5. The trick with G5(0) — G5(T") doesn’t work for 4 < g <5
because G5(y) = f Gy(x)dz and here by lemma 3.2 Gy(z) ~ 2= ~ 27 where

€ (0,1 (t=p—- 4) is not integrable. Instead of writing it as a combination of G5(y)’s,

an approximation can be given with the help of lemma 3.2.

T T
/G4(x)dm:(9(1)+/ 5_2) Pt n)+0( (8- n+1)) dr =
t=0 z=1 -

o For § > 5 the simple iteration works as G5(z) exist, so already without the ap-

proximation lemma it is true that:

= G5(0) — G5(T)

o Witht e (0,1) when 4 < 8 <5 it is true that:

/ {clx_t + O(z —(t+1) )

dr +O(1) = T+ O(1)

o« With t =1, when § = 5 being a special case:

[Cl$_t + (")(x_(tﬂ))

dx 4+ O(1) = coIn(T) + O(1)

I
I~
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as T' — o0o. So U;z will be one of the expressions above, depending on 5. We note that
in all cases Us = o(T")

Thus, we obtain for general § > 4 (by using the U; approximation):
T ta t3 to 1
/ / / / P(D)dhdizdtdts = TGy(0) = ST*G(T) = 2TG4(T) +o(T)  (22)
=0t3=0 t2=0t; =0

This holds for all 5 > 4

The case of P(C'N B):

Now we are going to solve the integral containing P(C'N B). Here we will assume that
C and B are independent , however it is not necessarily true in general, this is a strong
assumption, but it makes the calculations doable. And for our demonstrating purposes
it will suffice.

But in fact if we know that an arrival happened just now or long ago, then prior
knowledge will ,in most cases ,change the next arrival’s distribution. This is easier to see
for distributions whose domain is bounded. (e.g: Uniform on [0,1] if I know that the last
arrival happened at 0.9 ago, then it is certain that in the next 0.1 it will happen again.
On the other hand if it happened 0.5 ago, then on the next 0.1 it will only happen with
20% probability )

Nevertheless, these assumptions still allow us to observe the behavior of these pro-
cesses , albeit not giving us exact results for the moments and cumulants of S7’s in case
of a general polynomial tail distribution.

The case of P(C'N B) assuming the independence of B and C:

T tg t3 to

]77 P(C'N B) dtldtgdtgdt4—/ / / /P(C)]P)(B)dtldtgdtgdt4:

t4=01t3=0t2=01t1=0

”\H

~
~

4 3 12

/ / / P(H(tg) >ty — tg)]P)(tg — 1 > H(tl) >ty — tl)dtldtgdtgdt4 =

t4=01t3=01t3=0¢t1=0

—

because of stationarity of Ty (3)

T ta t3 t2

- / / / / P(Th >ty — t3)P(ts — t1 > Ty >ty — t1)dt dtadtsdty =

t4=01t3=0t3=0t1=0
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Also using the definition of G,,(k)’s (def 3.1):

LSS

T t4 tz ta
- / / / / |:G1 bty — t?’)Gl (t2 o tl) Gl (t4 - 253)6711 (t3 - tl) dtldtgdtgdt4

t4 - t3) [Gl(tg - t1> - G1 (t3 - tl)] dtldtgdtgdt4 ==

i \E
i \&“

2 3
Before we start calculatlng, an interesting observation is that in the exponential case
G1(ts — t3)G1(t3 — t1) simplifies significantly and in fact is equal to P(D) . They cancel

each other out, leaving us with one 4 dimensional integral, that we solved.

Here let’s start introducing notations for the subsequent terms:

Gty — t3)Gy(ty — ty)dtydtadtsdty

I = / G (ts — t3)G(ts — t)dtidtadtsdts
t4=0t3=01t2=0t1=0
Rewriting our resul get that
T tq t3 to
(23)

t4=01t3=0t2=0t1=0

We will start by calculating I:
G1<t4 - tg)Gl (tg — t1>dt1dt2dt3dt4 =

t3
Gi(ts —t3) / / G (ts — t)dty dtadtadty =

to=01t1=0

t to
observe that f [ Gi(ty — t1)dtydt, is nothing else, than 3E(SZ). So by (19)
to=01t1=0 ’

T

— / /4 Gl(t4 — t3) (t3G2<0) - G3(O> + G3<t3)) dt3dt4 - ]1 - _[2 + 13

t4=01t3=0
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Now here we have 3 integrals, where I}, I, and I3 stands for :

T tq
Il = / / Gl(t4 - t3)t302(0>dt3dt4
t4=01t3=0
T ta
I = / / Ci(ta — t3) G (0)dtsdts
t4=0t3=0
T 4
Iy = / / G (ty — t3)Cly(t)dtsdts
t4=0t3=0
Then also decompose 1I:
T ty t3 to
I] - / Gl(t4 - tg)Gl (t3 - tl)dtldtgdtgdt4 ==
t4=01t3=0t3=01t1=0
T tq t3 to
== / / G1 (t4 - t3) / / Gl (tg - tl)dtldtgdtgdt4
t4=0t3=0 to=01t1=0

We need to calculate the inner integral first (substitute s = t3 — t):

ts  t2 i3
/ / Gy(ts — ty)dtydty = / / Gy (s)dsdty = / |Ga(ts — ta) — Gafts)|dtr =
to=01t1=0 to=0 s=t3—t2 to=0

substituting u = t3 — 5 :

= f Go(u)du — Go(tz)ts = G3(0) — Gs(tz) — t3Ga(ts)

So now we know that:

/ L(ta — 1) [G3(0) — Galts) — t3Golts)] dtsdts =

”\ﬂ

T ta T tyq
/ / Gty — 13)Gy(0)dtsdts — / / Gty — t3)Cly(t)dtsdly
t4=01t3=0 t4=01t3=0
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T ta
- / / Ci(ts — ta)tsGolts)dtsdts = IT, — [Ty — Iy
t4=01t3=0

Where the names are:

T tq
1 = / / G (ts — t3)Ga(0)dtsdts
t4=0t3=0

T ta
L = / / G (ts — t3)Ga(ty)dtsdts
t4=01t3=0

T ty
I, = / / Gty — t)t3Cia (1) dt st

t4=01t3=0

Now first let’s make the observations that:
IQ = IIl and 13 = I[Q

From this and (23) follows, that :

T ta t3 to

/ P(C N B)dtydtadtsdty = (I — I + I3) — (I, — [y — I1;) =

t4=01t3=01t2=01t1=0

211—2[2+2[3+[Ig

We need to compute these four integrals, starting with I:

T ta T tyq

I = / / Gl(t4 - t3)t3G2(0)dt3dt4 = GQ(O) / / Gl(t4 _ t3)t3dt3dt4 —

t4=0t3=0 t4=01t3=0

Substitute s = t4 — t3:

T ta
Ga(0) [ [ Gi(o)ts — s)dsdts =
t4=0 s=0
T ta T t4
GQ(O)(/ Uy / Gi(s)dsdty — / /SG1(S)det4> =
{a=0 =0 t4=0 s=0

29

(24)



T T ta

— 5(0) / [14G2(0) — t4Ga(t0)] dts — G (0) / / G (s)dsdt, =
t4=0 t4=0 s=0
Integration by parts and using lemma 3.4

= / t4dt4 - G2 / t4G2 t4)dt4

T ta
_G2(0> ([ - SGQ 1 GQ ds) dt4 =
t4ZO 0 S/
T
20y L2
— G2(0)§T - GQ(O) / t4G2<t4)dt4
t4=0
T
4Gy (0 / 14Gla(t1)dts — Gia(0 / — Gy(ty)]dts = (25)
t4=0 t4=0
Canceling out the two integrals
1
= G5(0)5T" = G2(0)TG5(0) + G2(0)G4(0) = G2(0)Ga(T) (26)

With that finished , let’s solve I (which we already have).By noticing that :

T

I, = / / G (ts — 13)G3(0)dtsdts = Gs(0) !E(S%)

ty=01t3=

= G3(0)[TG2(0) — G5(0) + G5(T)] (27)

follows from (19)

Now only I3 and I3 are left to be calculated. However we are going to approximate

them since as it turns out their leading terms are negligible to us. For this we need to

notice 2 facts. First, the 2 integrals are very similar in fact G3(t) and tGs(t) are both of
the same order. So there exist a constant C' for which tGy(t) < CGs(t) (Vt > 0) So by

this we can also conclude that:

T tq T 4
[IQ = / / G1<t4 — t3)t3G2<t3)dt3dt4 < / / Gl(t4 — t3)CG3(t3)dt3dt4 =

t4=01t3=0 t4=01t3=0
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T ta
- C / / Gl(t4 - tg)Gg(tg)dtgdt4 == C . 13

t4=0t3=0
Now we have that 213 + I3 < (2+ C) - Is.

By rewriting the original I3 integral with integration by parts we see that:

T ta
I = / / G (ty — t3)Cly(ty)dtsdly —
t41=0t3=0

- ZO ([@@4 - t3>G3<t3>]

2}

tq
+ / Gg(t4 — tg)GQ(tg)dtg) dt4 =

= [ [G2(0)Gs(ta) = Ga(t)Gs(O)]ata + [ / Galts — ta)Ga(ts)dtsdts = (28)
:G2(0)<G4(0)—G4(T)>_G3(0)<G3(0)_G3(T)>+/ [ Gttt -
= / /4GQ(t4—t3)G2(t3)dt3dt4+O(1)

This last step is true as G3(7T") = O(1), G4(T) = O(1) (from lemma 3.2).

The second observation is that the inner part of this last double integral is a convo-
lution of Go(z) with itself. Convolution has the property that it is a closed operation
in L' space. That is if f,g € L' are convolved, then the resulting function will also be
in L'. And since G3(0) exists (for 3 > 3) it is true that Gy(x) is integrable , thus the

convolution is also in L', let’s call it Z(¢;). And thus:

T ta T

/ / Ca(ts — t3)Ga(ty)dtsdts = / Z(t)dty = O(1)

t4=0t3=0 t4=0
With this we can see that:

[3 = / [ Gg(t4 — t3)G2(t3)dt3dt4 + O(l) = O(l) + O(l) == O(T)

From this it is clear that:

Oy + Il < (24+C) Iy = (2+C) - o(T) = o(T) (29)
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So this means that finally we have everything to finish calculating the integral of
P(C N B). By using (26), (27) and (29):

/ / / / (C'N B)dtydtadtsdty = I + (—2) I + 213+ 113 =
G%(O);TZ — Go(0)T'G5(0) + G2(0)G4(0) — Go(0)Gy(T)+
+(=2)G3(0)[TG2(0) — G3(0) + G3(T)] + o(T) = (30)

Gg(o);TQ — 3G4(0)G5(0)T + ofT)

as G3(T) = o(T~') and G4(T) = o(1) so are all of o(T) ,when 3 > 4 (by lemma 3.2 )

The fourth cumulant C,(S7):

Now we have all that we need to express C4(St). Lets calculate the 4th moment with
(20), (22) and (30) :

E(S) = 24 (TG4(0) - ;TQG;;(T) — 9TG(T) + o(T)+
FEA0) 5T~ Ga0)TG(0) + Go(0)G4(0) — Cal0)G(T) +

+(—2)G5(0)[T'G2(0) — G3(0) + G5(T)] + O(T)) =

Here it is worth noting that since § > 4 by lemma 3.2. G5(T) = o(T?) G3(T) =
o(T™') and G4(T) = o(1). In particular they are all o(T). So:

_ (TG4(O) _ ;T2G3(T) + G%(O);TZ — Gy(0)T G (0) — 2TG(0)Ga(0) + o(T)> -

_ o (TG4(O) _ ;TQGg(T) + G%(O);TQ _ 3G,(0)TG5(0) + 0(T)>

Now onto the second moment, from (19) we can write:
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2

3(E(S7))* = 3|2(TG2(0) — G3(0) + G5(T)) | =

= 12(T2G§(O) + G3(0) + G3(T) — 2T G5(0)G3(0) + 2TG5(0)G3(T) — 203(0)G3(T)> =

Writing it in terms of o(T) similarly to the fourth moment.
( G2(0)+G3(T) +2TG5(0)Gs(T) — 2G3(0)G3(T) = o(T), Where G3(T)T = Txo(T ) =
o(1) and this means that indeed it is of o(T) ):

= 12(T°G3(0) — 2T'G2(0)G5(0) + o(T))
Now with lemma 1.2:
Ca(St) = E(S7) — 3(E(S7))* =
_ o (TG4(0) _ ;TQG:),(T) + G%(O);TQ — 3G,(0)TG5(0) + o(T)) +
+(=12)(T*G3(0) — 2TG5(0)G3(0) + o(T) ) =
= 24TG4(0) — 12T%G3(T) — 48T G5(0)G5(0) + o(T) =

From lemma 3.2 it is clear that G3(T) ~ o(T?~3) = o(T~1) for (3 > 4), so from this
we also know that G3(T)T? is of o(T). Thus:

We can check if its in accordance with the exponential that we calculated in the

earlier chapter: (31), by lemma 3.8, reduces to:

1 11 —24

Which, in fact coincides with (18)
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3.4 Polynomial Case (8 = 4)

In this section we are going to look closer at the case f = 4. We basically do the exact
same calculations that were done in the previous subsection. However here G4(0) = oo
meaning some calculations need to be adjusted to this fact. Whenever we would get G4(z)
(by integrating G3(z) ) we would integrate cx~!so instead we use the approximation
made in lemma 3.2, and work with that. This will be much easier than going over the
steps again.

The following application of lemma 3.2 (n = 3, 3 = 4) will be used as our main tool:

— (B—n) (B—n+1) —
t/ _/ [uH —t o )| dt +0(1) =
:t/1 [&tl + Ot ?)|dt + O(1) =
= L 1(T) + 0(1). (32)

61
This is a valid approximation, because we only look at the results when T is big. In
fact our approximation formula in lemma 3.2 only works as T" — oo Also there is some
rule for the early behavior (e.g [0, 1] interval), where this integral G5(t) of L has to be
finite. We can assume that we integrate from 1 to T' since only the tail distribution is
known to us and the remaining term is O(1).

First we have already seen in the previous subsection, equation (20), that

tg 13

dtldtgdtgdt4+/ [/ / (C N B)dtydtsdtsdts

t4=01t3=01t2=0t1=0

1 4
EES

L \ﬂ
i \.S“

LIS

So here we also have to determine these 2 integrals however, we salvage as much as

possible from the thought process of the (§ > 4) case.

The case of P(D):

Here we use that equation (21) still holds:
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T

dtldtgdtgdt4 = / (—Gg(t4) Gg t4 t4 + / Gg d’U) dt4 =

t4=0

1 \S

S

with the help of (32)

i \H
” \S

v=

T
/ (—Gg £t Gg(t4)t4) dty + / (ln(t4) Lo )) dis+O(1) = U
Where we have used that

tZO (6211“(154) +O(1)> = 0(1).

Lets denote this integral by U and do some smaller calculations. Now it helps to
know that:

T T T

T2
n / ~t4Gy(ta)dts = —-Ga(T) + / 4Gy (t)dts

tg=0 t4=0 t4=0

T 2
/—§Gg(t4)tidt4: §4G3(t4)
0

tg=

And also we can calculate the following with the help of lemma 3.2 :

T T
/ 4Gty dty = / —t [611;;1 +O(t)]dts + O(1) = —GﬂT + O(In(T))
t4=0 ta=1 H K

So now we can calculate the integrals in U:

U= ng +2/—t4G3 ty)dty + / <ln( )+0(1 ))

=0

T—QG( T) - 22T+ 00)+ LTW(T) — 2T+ O(T)
s 64 61 " 64

From the fact G3(T)) = O(T') follows that T?G3(T) = O(T'). Thus:

U= 6CLT1n(T) +0O(T) (33)

The case of P(C' N B):
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Almost everything is the same as in the case for § > 4. In particular, the decom-
position (24) applies. Also, to I, the argument until (25) remains unchanged. That

1S:

]1 - Gg(O);TQ - GQ(O) / t4G2(t4)dt4—|—
+5(0) / 14l (t2)dt s — Go(0) / [G(0) — Gy (t)]dts =

= G3O0)5T~ Ga(0) [ [G5(0) ~ Gt

= G%(O);TQ — TG5(0)G5(0) + G2(0) / Gs(ta)dts =

Now with the help of (32)

L- G%(O);TQ TG (0)Gs(0) + GQ(O)[GCL In(T) + O(1)] = G%(O);T2 +O(T)

The integral of I remains the same, that is € O(T). However for the negligibility of
2I3 4 115 we need to alter a tiny bit of the argument. Basically everything is the same,
except equation (28). We can’t write G4(0) — G4(T") as these don’t exist but rather use
(32

I3 = / [Gz(O)Gg(M) — Gg(t4)G3(0)}dt4 + / /4 Go(ty — t3)Go(ts)dtsdty =

= G(0) (66; In(7) +0(1)> —G4(0) <G3(O) —G;;(T)) + / / Gty —t3) Gt )dtsdty =

Also during the proof that this last double integral is of o(T") we didn’t use that g > 4

so with that in mind:
= G2 (0)O(T) — G3(0)O(T) + ofT) = O(T)
Now using (24) we know that
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/ P(C N B)dtydtadtsdty = I, — 20y + 215 + 1

_ G%(O);TQ +O(T) (34)

So now we know with the help of (20), (33) and (34):

E(S7) = 24 (G%(O);TQ + é;Tln(T) + O(T)> = 12G3(0)T* + LZGTln(T) +O(T)

Now as for the second moment, it is exactly like in the case of 5 > 4 :
2
S(B(SH))? =3 2(TGa(0) ~ Ga(0) + Gu(D) | =

= 12(T2G3(0) + G3(0) + G3(T)) — 2T'G2(0)G5(0) + 2T Go(0)Gs(T) — 2G5(0)Gs(T)) =
= 127°G5(0) + O(T)

So using lemma 1.2 and the two equations above, we get that:

Ci(S7) = E(S7) — 3(E(S3))? = 12G3(0)T? + 4;Tln(T) + O(T) — 12T2G3(0) + O(T)

Ca(Sy) = 4:Tln(T) +O(T) (35)

4 Summary and Outlook

In this thesis we studied a random walk S generated by a renewal process with its
interarrival times having a tail distribution ~ az=? (with 8 > 4). Our goal was to
compare these results to the CLT expansion of the i.i.d. sum S,,, as these processes are

strongly related. Below we summarize our results.

£ > 4:
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In this case, the fourth moment and thus the fourth cumulant of L exists. As for .5,,,

the fourth cumulant appears as the coefficient of the leading error term t4 L

in the Taylor
expansion of the logarithmic characteristic function In(¢g, ;.= (t)) (Whlch is C4(X)/24).
Our goal was to compare this with the fourth cumulant of Sy (calculated in (31))

However it is important to note that this analogy between Renewal processes St and
Characteristic function (which yields S, //n) has its limitations. It is correct in the case
for B = 2, for the second cumulant (exactly because of the Central Limit Theorem).
However, especially for g > 4, it is not a completely fair comparison as L and X have
different cumulants. In the Renewal process part we mainly use properties of L and in
the I.I.D. section X is what we actually use.

I provide some examples to better grasp the lack of analogy:

Gaussian example : Let X be the classic normal Gaussian distribution with mean

0 and variance 1, now this implies that L = |X|. As far as the i.i.d. part is concerned ,
here Cy(S,/v/n) = 0 as S,/v/n ~ N(0,1), whose every cumulant, except the variance,
including the 4th one vanishes. However, for the renewal process part G, (0)’s could
be calculated as the absolute moments of the standard Gaussian. Using (31) we can

determine the 4th cumulant that way, which in fact won’t be 0. By lemma 3.3 ( also
here p = E(L) = /2/m and E(L?) = 1)
1 n \/_ n
Gn(0) = ——E(L") = E(L")
nlp nlv2

e~*’/2 as density of L) for k > 2 and k € Z:

&‘

Using recursion (with f7(z) =

E<Lk>:7xka< )dw—]o \/7—x2/2dl,_\/7/ k=1, ,—a%/2 00 _

with integration by parts:

[2 7 T o [2
=(k—1)4/— /Zlik_2€_$2/2dl‘ =(k-1) /xk_Z Ze Py = (k—1) - B(L"?)
77 m
0 0

So this means that :
E(L?) = 2E(L) = 2\/2/m and E(L*) =3E(L?) =3

L4 GQ(O)

G (0) = R\QE(L”)—;&E(LZ) 2“?
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Vi - Vs Vi, 21
G3(0>_n'\/§E(L )_6\/§E(L)_6\/§2\/;_3

VT iy VT o VT VT
Gi(0) = ~SE(L) = SVUSB(LY) = V= S

Now according to (31):

Ca(Sp)/T = 24 <G4(O) - 2G2(0)G3(0)> — 24 <8{/7_% - 22{2;) £0
Which is not 0 , (actually negative). This demonstrates that the analogy between the
random walk and the i.i.d. sum is not so clear cut (so their cumulants are not necessarily
equal).

Exponential example : It was calculated in (18) that the Renewal process yields

a negative cumulant for exponential Sz /T, —% to be exact. However, the exponential
%
also has a positive 4th cumulant, which can be easily computed by applying lemma 1.2:

distribution has a positive fourth cumulant % (see [11]). Moreover the symmetrized X

CA(X) = B(XY) — 3(E(X) = (LY - 3B = 55 -3 (5) =13

b =4

On the other hand, the 4th cumulant in = 4 case is somewhat analogous to the

2nd moment in the § = 2 case, in the sense that the tail behavior is dominant both in
In(n)
of the 4th cumulant of Sy (the coefficient of the term 7'In(7")). It is worth noting that
with 8 = 4, C4(S,/v/n) = oo as the 4th moment of X is non-existent. But the coefficient
t4M

n

(denoted as C{*"(X)).

One observation we want to make is to compare the results of these generalized 4th

the expansion of the CLT (the coefficient of the main error term ) and in the scaling

in the expansion of In(¢g, ;. /»(t)) can be interpreted as a generalized 4th cumulant

cumulants. The cumulant that comes from the CLT for S, convergence is calculated in
(13) and cumulant from the asymptotics of the moments are calculated in (35). The i.i.d.

result is that C{"(S,/y/n) = 24:% = 2a, whereas the results from Renewal processes are
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limy_,00 C4(S7)/(T'In(T)) = %. So interestingly here also a doubling effect seems to
appear.

What is next ? : An interesting observation (That happens in the case of Gaussian

and exponential as well) is that the Renewal process calculations seem to provide negative
cumulants in most cases. However the understanding of this property requires further
insight.

So the main conclusion is, that this definitely is still an interesting area to investigate,

but more research and calculations are needed in order to state rigorous theorems.
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