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Introduction

joint work with Jozsef Kiss
Electron. Commun. Probab., 27 (2022), no. 44, 1-12

Elephant random walk

nearest neighbour random walk X, on Z with memory
parameters: p,q € [0,1]

Steps:
P(Xlzl):q, P(Xlz—l):].—q

X Xk with probability  p
"1 7 —Xx with probability 1—p
where K is uniform random from {1,2,..., n} independent from the past

Displacement:
Sn:X1+X2+"‘+Xn
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Connection to Pdlya-type urns

Urn with balls of two colors: rose and lemon
Their number after n steps: R, and L,

Initially in the urn: a single rose ball with probability g, a single lemon ball
with probability 1 — g
Dynamics:

@ a ball is chosen uniformly from the urn

@ the chosen ball is returned to the urn
plus a ball of the same color with probability p
or a ball of the other color with probability 1 — p

Lemma J

The process R, — L,, has the same law as the elephant random walk S,,.

R,: steps to the right
Ln: Steps to the |eft M ETEM 1782
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Meaning of parameters

© g initial bias, P(Xy =1)=q,P(X1=-1)=1—¢q

@ p memory parameter,

X Xk with probability p
"1 71 —Xk with probability 1—p

where K is uniform from {1,2,..., n} independent from the past

Lemma

Let X,(,q) denote the elephant random walk with initial bias q. Then

X0 £ (g X

where x4 is independent of(X,Sl)) andP(xg=1)=1-P(xq=-1)=gq.

Role of g is marginal, we may assume g = 1/2.
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Equivalent description

We give a natural alternative definition for initial bias g = 1/2.

Let &1,&0,. .. be i.i.d. with P(§1 = ]_) = P(fl — _1) — 1/2
Define X1 = &; and let

Xoq— Xk with probability «
"L a1 with probability 1 — o

where K is a uniform random from {1,2,..., n} independent from the past.
Let S, = X1 +---+ X,.

Lemma

The elephant random walk process defined with p € [1/2,1] and ¢ = 1/2
has the same law as the one defined above with

a=2p—1€]0,1].
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Asymptotic behaviour

Theorem
© Diffusive regime: o < 1/2:

S, d 1
v/n i <0’ L= 2a>
@ Critical regime: o = 1/2:
_ S
vnlogn

© Superdiffusive regime: o > 1/2:

&%Q

nOL

4 N (0,1)

almost surely and in LP for all p > 1 as n — oo where Q is a
non-degenerate random variable with law depending on o.

%

il = = — Y
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Martingales
Let 7, = o(X1,...,Xn). Then by definition

(0%
E(Xn+1|]:n) - le + -+

meaning that
a
E(Sns1|Fn) = (1 + ;) Sn.

Hence
Qn = an5n
is a martingale where
_1 nd a1 r(n) _
2, =T(1+a) kl:[l(lJrz) T~

as n — Q.
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Quadratic variation
The martingale Q, = a,S, where a, = (14 )} Hz;i (1 + %)_1 ~n%

can be written as .
Qn = E akek
k=1

where

1 n—
En = ;(Qn_Qn—l) = S5p— aa lsn—l = Sn_E(5n|fn—1) = Xn_E(Xn|-Fn—1)

n

The predictable quadratic variation
n n
(Qn~ D ak~ D k2
k=1 k=1

O Diffusive regime: a < 1/2: (@), ~ cn'~2%, martingale CLT implies
Qn//{(Q)n ~ Sn/+/n converges to normal
@ Critical regime: o =1/2: (Q), ~ clogn, S,/+/nlog n goes to normal
© Superdiffusive regime: a > 1/2: (Q)oo = limp_0(Q)n < 00,
Qn ~ Sp/n® converges
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History

@ Drezner, Farnum, 1993: correlated Bernoulli process, time-dependent
memory parameter

@ Heyde, 2004: phase transition in the correlated Bernoulli process,
non-Gaussian limit conjectured, natural martingales

Schiitz, Trimper, 2004: elephant random walk

@ Baur, Bertoin, 2016: connection to Pdlya-type urns

Bercu, 2017: non-Gaussian limit rigorously, almost sure behaviour
using martingales, limiting moments in the superdiffusive regime

Businger, 2018: shark random swim: heavy-tailed steps
Bertoin, 2022: zeros of the elephant random walk

Kiss, V., 2022: limiting superdiffusive moments for general steps

Guérin, Laulin, Raschel, 2023: fixed-point equation for the limiting
distribution in the superdiffusive regime

MUEGYETEM 1782
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General step distribution

Let &1,&2,... bei.i.d. random variables.
Define X; = & and let

Xoq— Xk with probability «
"L a1 with probability 1 — o

where K is a uniform random from {1,2,..., n} independent from the past.
Let S, = X1 + -+ + X, as before.
Let

mie = E(&F), My =E((& — m)¥)

be the kth moments and centered moments.

Note that all steps have the same distribution, in particular
E((Xn — m)K) = My.
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Results

Theorem (J. Kiss, B. V., 2022)
Let a € (1/2,1].

Q /f my < oo, then _

S, nanml .0 (1)

almost surely as n — oo where Q is a non-degenerate random variable.

@ Assume that m, < oo for some positive even integer. Then (1) holds

also in LP.
© If my < o0, then
E(Q) =0,

M

E(@) = (2a — 1§r(2a)’
4M;

E(@) = Ga-Drgay

E () — 6(3(2cc — 1)?My + 2(1 — a) (5 — 2) M3)

(2a — 1)2(4a — 1)l (4a)
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Limiting moments

Proof idea: to deduce recursions for the moments of S,,.
Assume centered steps (m; = 0) for this proof.
We write Sp11 = S, + Xp+1 and we compute

E(S241|Fn) = E(S3 + 250 Xns1 + X311 |T0).

Here o
E(Xn+1|fn) - ;Sn

and

E(X7111Fn) = ZXk +(1—a)E(&h1)

which does not simplify for general step distribution.

Hence 5
o
E(S2,1) = (1 + > E(S2) + M.

M 1

G
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Third and higher moment

For the recursion on the third moment, we write
E(S2,1]Fn) = E(S2 +352Xn11 + 3Sa X201 + X211 Fn).

Most interestingly,

E(Sn X7 11Fn) = SiE(X3 111 Fn) = < ZXk +(1-a) (5:27+1)>
= *Sn Th+ Spm
n
where T, = 3"7_; (X2 — m2). By taking expectation
E(S31) = <1 + 30‘) E(S3) + ‘%“E(snrn) + Ms
which requires a recursion for E(S, T,).

For the recursion on E(S?) one uses
2 2 N\ 3
E(S;Th), E(ShUn), E(TZ) where Uy = > 31 (X2 — m3).
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Convergence in LP
We prove that the martingale @, is bounded in LP by a recursion for E(Q,’,’).

We write Qnt1 = Qn + ant1&n+1 Where ep11 = Xpp1 — E(Xp41]|Fn) and
we expand the conditional expectation

P
E(Qﬁ+1|}-n) - Z <Z> aﬁ+1E(€5+1‘}-n)Qﬁfk

k=0

k =0 term: QF,
k =1 term: 0 because E(e,41|Fp) = 0.

The expectation of remaining terms can be bounded using Holder's
inequality

|E(E(ehs1lFn) Q)| < (E(ehyy)/P(E(QR))PH/P.
The exponents k/p,(p — k)/p < 1 and p is an even integer, hence
E(Qr€+1) < (1 + 35-1-12’7(1 + E(5£+1))) E(QR) + 3121+12p(1 + E(5ﬁ+1))-
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Convergence in LP

We have the recursive inequality
E(Qr,:—&-l) < (1 + 3%+12p(1 + E(52+1))) E(QR) + 3%+12p(1 + E(55+1))
where e,11 = Xp11 — E(Xq41|Fn) hence E(eh_ ;) < 2Pm),.

Lemma
If the real positive sequence b, satisfies

C

C
b1 < (1+ ) bat —

for some 8 > 1 and ¢ > 0 and by < c, then b,, remains bounded in n.

Remember a, ~ n=® and « > 1/2 in the superdiffusive regime.
By the lemma with 8 = 2« > 1, the martingale Q, remains bounded in LP,
hence Q, = S,/n® converges in LP.
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The end

Thank you for your attention!

o & - = DA
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