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Step-size coefficients for boundedness of LMMs

Context
◆ Presentation is based on the paper L. L., Exact optimal values of step-size coefficients for boundedness 
of linear multistep methods������������������������75 ������

◆ Numerical experiments and symbolic proofs have been carried out by using the Wolfram 

Language (Mathematica)
◆ Consider an initial-value problem u ' (t) = F(u(t)) for t ≥ 0 with u(0) = u0
◆ Approximate its solution by a linear multistep method (LMM): 
un =∑j=1

k a j un- j + Δt∑j=0
k b j F(un- j) (for n ≥ k)

◆ Basic assumptions on the LMM: consistency, zero-stability, irreducibility, b0 ≥ 0
◆ Monotonicity or boundedness properties play an important role:  ∃ ? μ ≥ 1 such that 
un ≤ μmax0≤ j≤k-1 u j  (for n ≥ k)

◆ How to guarantee the monotonicity or boundedness property?
◆ One possibility: impose some restrictions on the step size Δt
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Restriction on the step size: SCB or SSP coefficients

◆ If μ = 1, the method is SSP (strong-stability preserving), and γ > 0 is the SSP coefficient. 
◆ Clearly: larger γ > 0⟹ larger step sizes ⟹ more efficient numerical method 
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Fundamental questions
◆ Decide if ∃ γ>0 SCB or SSP coefficient
◆ Decide if a given γ>0 is an SCB or SSP coefficient
◆ Find the maximum γ>0 SCB or SSP coefficient
◆ Clearly: ∃ γ>0 SSP coefficient ⟹ γ is an SCB as well
◆ It is easy to answer the above questions for SSP coefficients
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Existence and computation of SSP coefficients
◆ There are simple (necessary and sufficient) conditions to check whether ∃ an SSP coefficient 
or to find the largest SSP coefficient for a given LMM:

◆ ∃ SSP coefficient ⟺  

◆ For a given γ>0 to be an SSP coefficient, it is necessary and sufficient:

◆ However, for many practically relevant methods: ∄ positive SSP coefficient, but ∃ positive 
SCB  
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Existence and computation of SCB
◆ It is more difficult to check whether ∃ an SCB, 
◆ or to determine if a given positive number is a SCB, 
◆ or to compute the maximum SCB–even for a single LMM.
◆ In W. Hundsdorfer (1954–2017), A. Mozartova, M. N. Spijker, Stepsize restrictions for 
boundedness and monotonicity of multistep methods,  J. Sci. Comput. 50 (2012), 265–286, they define

◆ Notice that μn(γ) is determined only by the coefficients of the LMM
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Determining if a given positive number is a SCB
◆ W. Hundsdorfer, A. Mozartova, M. N. Spijker:

◆ We need to check ∞ many sign conditions
◆ They typically checked these conditions for 1 ≤ n ≤ 1000–if ∃ positive SCB
◆ But what if ∄ positive SCB?
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Deciding whether ∃ positive SCB
◆ M. N. Spijker, The existence of stepsize-coefficients for boundedness of linear multistep methods, Appl. 
Numer. Math. 63��������������

◆ An almost necessary and sufficient condition for ∃ positive SCB: the strict positivity of τn
◆ The above sequence is easier to study: no dependence on a parameter (γ)
◆

 The author analyzes the LMM families: Adams–Moulton (or implicit Adams),  Adams–
Bashforth (or explicit Adams), BDF, extrapolated BDF (EBDF),  Milne–Simpson,  Nyström
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Example (M. N. Spijker)
◆ ���������������������� = step-size coefficient for monotonicity = SSP coefficient
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Exact optimal value γsup of SCB in the Adams–Bashforth family 
◆ ���������������������������������������������������������������μn(γ) ≥ 0 for all n ∈ ℕ+

◆ In the AB family, μn(γ) is a polynomial in γ for each n
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Exact optimal values γsup of SCB in the BDF family for k = 1 and 

k = 2:
◆ ���������������������������������������������������������μn(γ) ≥ 0 for all n ∈ ℕ+

◆ In the BDF family, μn(γ) is a rational function in γ for each n, and it turns out that

◆ For k = 1 (implicit Euler method), the corresponding recursion is

◆ For k = 2, the corresponding recursion is

◆ Since the polynomial is quadratic, one can directly handle these expressions

FM_seminar_20180322.nb  ��11



Step-size coefficients for boundedness of LMMs

Computational details in the BDF family for k = 3: an upper 
bound
◆ For k = 3, the corresponding recursion is

◆ A useful lemma involving a simple root of the function μn( · ):

◆ Let us consider the 6th term
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Computational details in the BDF family for k = 3: a lower bound
◆ It is easily seen from the definition that 

◆ So to finish the proof of γsup = γ* ≈ 0.831264 (an algebraic number of degree 4), we verify 
that μn(γ*) ≥ 0 for each n ∈ ℕ

◆ In this case, the explicit form of μn(γ*) is
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Computational details in the BDF family for k = 3: final steps of 
the proof of γsup = γ* ≈ 0.831264 (an algebraic number of degree 
4)
◆ We take into account that c1 ≈ 0.50155509, and ρ1 ≈ 0.500518, and ρ2 ≈ 0.499935 
(exact algebraic numbers)

◆ ρ1 and ρ2 are close to each other
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Computational details in the BDF family for k = 4
◆ For k = 4, the recursion is

◆ This time it turns out that 
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Computational details in the BDF family for k = 4: harder to 
analyze
◆ Recall Lemma 3.1: a simple root of the function μn( · ) for some n is an upper bound on γsup
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Computational details in the BDF family for k = 4
◆ A dominant root of the characteristic polynomial = a root with maximum modulus
◆ A new observation: if a positive dominant root loses its dominant property at a certain value 
of  the parameter γ*, then γsup ≤ γ*. More precisely we have the following elementary lemma.

◆ The situation becomes much harder to analyze, if there are e.g. 4 dominant complex roots. 
Many unsolved questions in this area, related to deep theorems in Diophantine 
approximation. Some recent progress:
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Computational details in the BDF family for k = 4: final steps of 
γsup = γ* ≈ 0.48622 (a degree 5 algebraic number)
◆ For k = 4 and 0 < γ < 7

12
≈ 0.5833, the characteristic polynomial has 2 positive real (ρ1,2) 

and 2 conjugate complex roots (ρ3,4), and 0 < ρ2 < ρ1

◆ Moreover we have

◆ So Lemma 3.2 becomes applicable, and the rest of the proof is similar to the final steps of 
the proof in the previous k = 3 case
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Computational details for k = 5
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Computational details for k = 5
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Computational details for k = 6
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Computational details for k = 6
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Computational details: k = 6
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Summary for the BDF and AB families
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