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Linear multistep methods

f Lipschitz
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Characteristic polynomials

Characteristic polynomials
k . k .
o) = o, o) =D Bixk
j=0 j=0

<

o(1)=0 and (1) =0(1)

M.E. Mincsovics The difference between weakly and strongly stable LMMs



Introduction

Root-conditions

@ An LMM is strongly stable: for every root &; € C of the first
characteristic polynomial [£;| < 1 holds except &1 = 1, which is

a simple root.

@ A not strongly stable method is weakly stable: for every root
& € C of the first characteristic polynomial |£;| < 1 holds and
if |€;| = 1 then it is a simple root, moreover &; = 1.

4

Why should we distinguish them?
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Motivational example

Test-equation

{ y(t) = Ay(t)
y(0) =

solution: y(t) = e

Midpoint vs. AB2

Yn = Yn—2+2hf,_ (Midpoint method)
3 1
Yn=Yn-1+th <§fn_1 — §fn_2> (Adams—Bashforth 2)
A <0, |\ < 1
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Error

Figure 1: h=5-10"% T =1, A = —10. Errors: Midpoint method
(blue), Adams-Bashforth 2 (green).
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Figure 2 :

(blue), Adams-Bashforth 2 (green).

h=5-10"% T =3, A = —10. Errors: Midpoint method
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Why?

Midpoint method

Yn = &l + &3
where &1, & are the roots of €2 = 1 + 2h\¢E.

GL=e"+0 (h3)\3) - principal root
L =—e"+0(hN) - parasitic root

Error

|€1] <1 < [&], & <0

Endpoint error:

e T

Fortunately c; =1+ 6, ¢, = =4, with § = O (h*\3)
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Why?

51 _ h\ +O (h3>\3)

b=

(0}

(hA = R*X%) + O (h°X3)

N[

| A\

Conclusion and questions

Midpoint method: growing oscillations

@ Extension: general weakly stable case?!

@ Extension: general (nonlinear) IVP?!

N
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Spijker's example

Lax-Stetter framework

F(u)=0

X and Y are normed spaces, D C X and F : D — ) is a
(nonlinear) operator. It is assumed that there exists a unique
solution 4.

Numerical method

Sequence (Xp, Vn, Fn)nen which generates a sequence of problems
Fn(un):O, n=12 ...,

where X,,, Y, are normed spaces, D, C X, and F,: D, — V,. If
there exists a unique solution of the (approximating) problems, it
will be denoted by i, .

4

M.E. Mincsovics The difference between weakly and strongly stable LMMs



Spijker's example

Numerical methods

Figure 3 . The general scheme of numerical methods.
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Spijker's example

Definition

A numerical method is
@ convergent if
lim HQDn(U) - L_’nHXn =0
@ consistent if
lim [|Fn(en(@))]y, =0
o stable if there exist S € R, R € (0, 00] such that
V(un)neN, (Va)nen which satisfy u,, v, € Br(¢n())

l|un — Vn||;\f,, < S||Fn(un) — Fn(Vn)Hy,,
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Results

@ + some natural assumption = 3d, € Br(¢n(Q))

@ consistency + stability implies convergence:

lon(d@) = dnllx, < S IFalen(d)) = Fa(in)lly, =
S [[Fa(en(@))ly, — 0
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LMMs in the Lax=Stetter framwork

Fn(un) = Anun - an(un) —Cn,

An:<AL,a A(:,o >’ Bn= < B(,),,a BS,O)
up — Co, i=0
(Fn(up)); =g U1 — ¢, i=1
%—f;_l, i=2,...,n
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Example: Midpoint-method

1 0 0 0 Uo
0 1 0 0 1
-1 o0 1 0
Fn(un) = 2h 2h -
0 —5 0 3 up
0 0 O 0 fo €0
0 0 O 0 fi a
0 1 O 0 f> _ 0
0O ... 0 1 0 fot1 0
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Norms

k € N fixed, u, € Rktn

@ koo norm:

lunllioe =, max ful +, _max  fui
@ k1 norm:
k+n—1
lunlla = gy ol + 3 o

@ k—Spijker norm:

!
unlleg = max |u;|+h  max Zu
0<i<k—1 k<I<k+n—1 pt
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Norms

If A'is a regular matrix and [|-[|, is a norm then [[u]|5 , = [|Aul,
defines a norm.

Emphasizing the importance of the norms in the stability estimate:
a numerical method is stable in the norm pair (||]|x, ,[|lly,) if

Jun — Vn”x,, < S||Fp(un) — Fn(Vn)”y,,
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Stability results

@ Weakly stable methods are stable in the following norm pairs:
(I llkoo s Illkoo)s Cll-llx s I1-11x1) @and (Il koo > NIl k2 )-

@ Strongly stable methods are stable in the (||||  [|*Ilxs) norm
pair, as well.
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Spijker's example

The midpoint-method is not stable in the (|||, - [Illxg) norm
pair:
lu, — Vn”koo < S||Fa(un) - Fn("n)||k$

does not hold.

Growing oscillation

u, =(0,0,1,-2,3,-4,...)7, v, =0
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Spijker's example

u, =(0,0,1,-2,3,—4,...)" v, =0
| Fa(un) — Fn(Vn)Hk$ = HAn,OUn,0H$

Jlun — VnHkoo = ||Un,0||oo .

We can calculate
1 11 11 T
An,Oun,O - (%7_Euz7_z7za"'> )

1 ,
HAn,OUn70H$ = 5 while HU,LO||Oo =n.

thus
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Extention

Weakly stable methods are not stable in the (||| oo » IIllg) norm
pair.

Idea of the proof
A different growing oscillation: using the root at the boundary.
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Upgrading Spijker’s approach

Why should we upgrade it?

Problems with Spijker’s approach: stability in (||*||xs » I||lxs) also
leads to convergence in the norm ||-||, ..

Tricky example

up — CQ ,if iZO,

(Fa(un)); = %—ﬁ_l Jif 1<i<n odd,
%—fi if 2<i<n even.

Consistent of order 2 with respect to the k$ norm, while seemingly
it is consistent of order 1 with respect to the koo or k1 norms.
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Upgrading Spijker’s approach

Upgrading

Fn(un) - Fn(Vn) = An(un - Vn) - Bn(f(un) - f(Vn))
taking absolute value
|Fn(un) — Fa(va)| = [An(un — vp) — Ba(f(up) — f(va))| >
|An(up — Vi) = [Bnl|f(un) — f(va)| = |An(un — Vi) = L|Bp||uy — vl

taking norms
1Fn(un) = Fa(va)llix = [|An(un = va)llig = LI[[Ballliq lun = valli
using the stability estimate

S [Fa(un) = Fa(vn)llkr = llun = Vall4y

we get
Cr|[Fn(un) = Fa(va)lley = [Jun — VnHA,,,kl
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CulIFa(un) = Fa(va)ll g = llun — VnHA,,,kl

or similarly

G [|Fn(un) = Fa(va)llkoo = llun — VnHA,,,koo .

Meaning:. ..
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Upgrading Spijker’s approach

What is the difference between strongly and weakly stable methods?

Avoiding each type of growing oscillations.

Definition

An LMM is discrete C! stable if it is stable in every
(HHL,, koo ,H~||koo) norm pair, where L, represents a k-step
differentiation formula.
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Upgrading Spijker’s approach

Theorem
An LMM is discrete C* stable if and only if it is stable in the

(H-HEMOO , HHkOO) norm pair, where E,, represents the explicit
Euler method

1 0 O 0
0 0o ... 0
o ... 1 0 ... O
== 0 44 o
: .0
0 0 3
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Strongly stable LMM:s are discrete C' stable, while weakly stable
LMMs are not.
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Thank you for your attention!
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