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Chapter 1

Introduction

The model of random interlacements was introduced in 2007 by A.-S. Sznitman in the seminal
paper [S10], motivated by questions about the disconnection of discrete cylinders and tori by the
trace of simple random walk. In fact, random interlacements is a random subset of Zd which on
a mesoscopic scale does appear as the limiting distribution of the trace of simple random walk
on a large torus when it runs up to times proportional to the volume. It serves as a model for
corrosion and in addition gives rise to interesting and challenging percolation problems.

Formally, random interlacements can be constructed via a Poisson point process with intensity
measure u · ν, where u ≥ 0. The measure ν is supported on the space of equivalence classes
of doubly infinite simple random walk trajectories modulo time shift and the parameter u is
often referred to as the level. The union of the traces of trajectories which are contained in
the support of this Poisson point process then constitutes the random subset Iu ⊂ Z

d, called
random interlacements at level u. The law of Iu has nice properties such as invariance and
ergodicity with respect to lattice shifts. It also exhibits long range correlations, which leads to
interesting challenges in its investigation.

Interestingly enough, Iu does not exhibit a percolation phase transition, namely, for any intensity
parameter u > 0, the graph induced by Iu is almost surely connected. On the other hand, its
complement, the so-called vacant set Vu = Z

d\Iu, does exhibit a phase transition, namely, there
exists u∗ ∈ (0,∞) such that

• for all u > u∗, the graph induced by Vu consists almost surely of only finite connected
components,

• for all u < u∗, this graph contains an almost surely unique infinite connected component.

The intensive research that has been conducted on this model during the last years has led to
the development of powerful techniques (such as various decoupling inequalities), which have
found their applications to other percolation models with long range correlations also, such as
for example the level sets of the Gaussian free field.

These lecture notes grew out of a graduate class “Selected topics in probability: random inter-
lacements” which was held by the authors during the spring semester 2012 at ETH Zürich. Our
aim is to give an introduction to the model of random interlacements which is self-contained
and is accessible for graduate students in probability theory.

We will now provide a short outline of the structure of these lecture notes.

In Chapter 2 we introduce some notation and basic facts of simple random walk on Z
d, d ≥ 3.

We will also review some potential theory, since the notion of the capacity cap(K) of a finite
subset K of Zd will play a central role when we deal with random interlacements.
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In Chapter 3 we give an elementary definition of random interlacements Iu at level u as a
random subset of Zd, the law of which is characterized by the equations

P[Iu ∩K = ∅] = e−u·cap(K) for any finite subset K of Zd. (1.0.1)

The above equations provide the shortest definition of random interlacements Iu at level u,
which will be shown to be equivalent to a more constructive definition that we give in later
chapters. In Chapter 3 we deduce some of the basic properties of Iu from the definition (1.0.1).
In particular, we show that the law of Iu is invariant and ergodic with respect to lattice shifts.
We also point out some evidence that the random set Iu behaves rather differently from classical
percolation: we show that Iu exhibits polynomial decay of spatial correlations and that Iu and
Bernoulli site percolation with density p do not stochastically dominate each other for any value
of u > 0 and 0 < p < 1. Along the way, we introduce some important notions such as a
measurable space of subsets of Zd, increasing and decreasing events and stochastic domination,
which will be used frequently throughout the notes.

In Chapter 4 we prove that if we run a simple random walk with a uniform starting point
on the d-dimensional torus (Z/NZ)d, d ≥ 3 with side-length N for ⌊uNd⌋ steps, then the trace
Iu,N of this random walk converges locally in distribution to Iu as N →∞.

In Chapter 5 we give a short introduction to the notion of a Poisson point process (PPP) on
a general measurable space as well as the basic operations with PPPs.

In Chapter 6 we introduce the random interlacements point process as a PPP on the space of
equivalence classes modulo time shift of bi-infinite nearest neighbor paths labelled with positive
real numbers, which we call interlacement trajectories. This way we get a more hands-on
definition of random interlacement Iu at level u as the trace of interlacement trajectories with
label less than u.

In the rest of the notes we develop some methods that will allow us to study the percolative
properties of the vacant set Vu = Z

d \ Iu.
In Chapter 7 we formally define the percolation threshold u∗ and give an elementary proof of
the fact that u∗ > 0 (i.e., the existence of a non-trivial percolating regime of intensities u for the
vacant set Vu) in high dimensions. In fact we will use a Peierls-type argument to show that the
intersection of the d-dimensional vacant set Vu and the plane Z

2 × {0}d−2 contains an infinite
connected component if d ≥ d0 and u ≤ u1(d) for some u1(d) > 0.

In order to explore the percolation of Vu in lower dimensions, we will have to obtain a better
understanding of the strong correlations occurring in random interlacements. This is the purpose
of the following chapters.

In Chapter 8 we take a closer look at the spatial dependencies of Iu and argue that the
correlations between two locally defined events with disjoint spatial supports are caused by the
PPP of interlacement trajectories that hit both of the supports. The way to achieve decorrelation
is to use a clever coupling to dominate the effect of these trajectories on our events by the PPP
of trajectories that hit the support of only one event. This trick is referred to as sprinkling in the
literature and it allows us to compare the probability of the joint occurrence of two monotone
events under the law of Iu with the product of their probabilities under the law of Iu′

, where
u′ is a small perturbation of u. The difference u′ − u and the error term of this comparison will
sensitively depend on the efficiency of the coupling and the choice of the support of our events.

In Chapter 9 we provide a set-up where the decorrelation result of the previous chapter can be
effectively implemented to a family of events which are hierarchically defined on a geometrically
growing sequence of scales. This renormalization scheme involves events that are spatially well
separated on each scale, and this property guarantees a decoupling with a small error term
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and a manageable amount of sprinkling. We state (but not yet prove) the basic decorrelation
inequality in this setting and use iteration to derive the decoupling inequalities that are the
main results of the chapter. As a corollary we deduce that if the density of a certain “pattern”
of locally defined, monotone, shift invariant events observed in Iu is reasonably small, then the
probability to observe big connected islands of that pattern in Iu′

(where |u−u′| is small) decays
very rapidly with the size of the island.

In Chapter 10 we apply the above mentioned corollary to prove the non-triviality of the phase
transition of the vacant set Vu for any d ≥ 3. Otherwise stated, we prove that there exists some
u∗ ∈ (0,∞) such that for all u < u∗ the set Vu almost surely contains a connected component,
but for all u > u∗ the set Vu only consists of finite connected components. We also define the
threshold u∗∗ ∈ [u∗,∞) of local subcriticality and show that for any u > u∗∗ the probability
that the diameter of the vacant component of the origin is greater than k decays stretched
exponentially in k.

In Chapter 11 we complete the proof of the basic decorrelation inequality stated in Chapter 9
by constructing the coupling of two collections of interlacement trajectories, as required by the
method of Chapter 8. The proof combines potential theoretic estimates with PPP techniques to
achieve an error term of decorrelation which decays much faster than one would naively expect
in a model with polynomial decay of correlations.

At the end of most of the chapters we collected some bibliographic notes that put the results of
that chapter in historical context and also provide the reader with pointers to the literature of
those results that are related to the topic of the chapter, but are out of the scope of these notes.
Let us already mention here that a significant part of the material covered in these notes is an
adaptation of results of [S10] and [S12a].

The main goal of these lecture notes is to provide a self-contained treatise of the percolation
phase transition of the vacant set of random interlacements using decoupling inequalities. Since
the body of work on random interlacements is already quite vast (and rapidly growing), there are
some interesting topics that are not at all covered in these notes. The least we can do is to point
out two other lecture notes, also aimed at graduate students interested in questions related to the
fragmentation of a graph by random walk and Poisson point measures of Markovian trajectories.
The lecture notes [S12d] give a self-contained introduction to Poisson gases of Markovian loops
and their relation to random interlacements and Gaussian free fields. The lecture notes [CT12]
also give an introduction to random interlacements with an emphasis on the sharp percolation
phase transition of the vacant set of (a) random interlacements on trees and (b) the trace of
random walk on locally tree-like mean field random graphs.

Let us now state our convention about constants. Throughout these notes, we will denote
various positive and finite constants by c and C. These constants may change from place to
place, even within a single chain of inequalities. If the constants only depend on the dimension
d, this dependence will be omited from the notation. Dependence on other parameters will be
emphasized, but usually just at the first time the constant is introduced.

Acknowledgements: We thank Alain-Sol Sznitman for intruducing us to the topic of random
interlacements. In addition, we thank Yinshan Chang, Philippe Deprez, Regula Gyr, and a
very thorough anonymous referee for reading and commenting on successive versions of the
manuscript. We thank Omer Angel and Qingsan Zhu for sharing their ideas that made the
proof of the result of Chapter 4 shorter.



8 CHAPTER 1. INTRODUCTION



Chapter 2

Random walk, Green function,

equilibrium measure

In this chapter we collect some preliminary facts that we will need in the sequel. In Section
2.1 we introduce our basic notation related to subsets of Zd and functions on Z

d. In Section
2.2 we introduce simple random walk on Z

d and discuss properties of the Green function in the
transient case d ≥ 3. In Section (2.3) we discuss the basics of potential theory, introduce the
notion of equilibrium measure and capacity and derive some of their properties.

2.1 Some notation

For d ≥ 1, x = (x1, . . . , xd) ∈ R
d, and p ∈ [1,∞], we denote by |x|p the p-norm of x in R

d, i.e.,

|x|p =
{ (∑d

i=1 |xi|p
)1/p

, if p <∞,

max(|x1|, . . . , |xd|), if p =∞.

For the ease of notation, we will abbreviate the most frequently occurring∞-norm by |·| := |·|∞.
We consider the integer lattice Z

d, the graph with the vertex set given by all the points from
R
d with integer-valued coordinates and the set of undirected edges between any pair of vertices

within | · |1-distance 1 from each other. We will use the same notation Z
d for the graph and for

the set of vertices of Zd. Any two vertices x, y ∈ Z
d such that |x − y|1 = 1 are called nearest

neighbors (in Z
d), and we use the notation x ∼ y. If |x− y|∞ = 1, then we say that x and y are

∗-neighbors (in Z
d).

For a set K, we denote by |K| its cardinality. We write K ⊂⊂ Z
d, if |K| <∞. Let

∂extK := {x ∈ Z
d\K : ∃y ∈ K such that x ∼ y} (2.1.1)

be the exterior boundary of K, and

∂intK := {x ∈ K : ∃y ∈ Z
d\K such that x ∼ y} (2.1.2)

the interior boundary of K. We also define

K := K ∪ ∂extK.

For x ∈ Z
d and R > 0, we denote by

B(x,R) := {y ∈ Z
d : |x− y| ≤ R}

9
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the intersection of Zd with the closed |·|∞-ball of radius R around x, and we use the abbreviation
B(R) := B(0, R).
For functions f, g : Zd → R we write f ∼ g if

lim
|x|→∞

f(x)

g(x)
= 1,

and we write f ≍ g if there are constants c, C (that might depend on d) such that

cf(x) ≤ g(x) ≤ Cf(x)

for all x ∈ Z
d.

2.2 Simple random walk

We consider the measurable space (RW,RW), where RW is the set of infinite Z
d-valued se-

quences w = (wn)n≥0, and RW is the sigma-algebra on RW generated by the coordinate maps
Xn : RW→ Z

d, Xn(w) = wn.
For x ∈ Z

d, we consider the probability measure Px on (RW,RW) such that under Px, the
random sequence (Xn)n≥0 is a Markov chain on Z

d with initial state x and transition probabilities

Px[Xn+1 = y′ | Xn = y] :=

{
1
2d , if |y − y′|1 = 1,
0, otherwise,

for all y, y′ ∈ Z
d. In words, Xn+1 has the uniform distribution over the | · |1-neighbors of Xn.

The random sequence (Xn)n≥0 on (RW,RW , Px) is called the simple random walk (SRW) on
Z
d starting in x. The expectation corresponding to Px is denoted by Ex.

Remark 2.1. Often in the literature the SRW is defined as a sum of its i.i.d. increments,
avoiding the introduction of the space of trajectories (RW,RW). We use the current definition
to prepare the reader for constructions in future chapters.

For K ⊂⊂ Z
d and a measure m(·) supported on K we denote by Pm the measure on (RW,RW)

defined by

Pm =
∑

x∈K

m(x)Px, (2.2.1)

where we use the convention to write x instead of {x}, when evaluating set functions at a one
point set. If m(·) is a probability measure, then Pm is also a probability measure on (RW,RW),
namely the law of SRW started from an initial state which is distributed according to m(·).
There are a number of random times which we will need in the sequel. For w ∈ RW and A ⊂ Z

d,
let

HA(w) := inf{n ≥ 0 : Xn(w) ∈ A}, ‘first entrance time’, (2.2.2)

H̃A(w) := inf{n ≥ 1 : Xn(w) ∈ A}, ‘first hitting time’, (2.2.3)

TA(w) := inf{n ≥ 0 : Xn(w) /∈ A}, ‘first exit time’, (2.2.4)

and
LA(w) := sup{n ≥ 0 : Xn(w) ∈ A}, ‘time of last visit’. (2.2.5)

Here and in the following we use the convention that inf ∅ = ∞ and sup ∅ = −∞. If A = {x},
in accordance with the above convention we write Dx = D{x} for D ∈ {H, H̃, T, L}. If X is a
collection of random variables, we denote by σ(X ) the sigma-algebra generated by X .
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Exercise 2.2. Prove that HA, H̃A and TA are stopping times with respect to the canonical
filtration Fn := σ(X0,X1, . . . ,Xn).

If H ⊆ Z
d, then h : H → R is harmonic on H if

∀ x ∈ H : h(x) =
1

2d

∑

|y|1=1

h(x+ y),

i.e., if the value of h at x is the average of the h-values of its neighbors. The next lemma
formalizes the intuition that harmonic functions are “smooth”.

Lemma 2.3 (Harnack inequality). There exists a constant CH <∞ such that for all L ≥ 1 and
any function h : B(2L)→ R+ which is harmonic on B(2L) we have

max
x∈B(L)

h(x) ≤ CH · min
x∈B(L)

h(x).

The proof of the Harnack inequality can be found in [L91, Section 1.7].

In many situations, properties of SRW can be formulated in terms of the Green function g(·, ·),
which is defined as

g(x, y) =
∑

n≥0

Px[Xn = y] = Ex

[∑

n≥0

1{Xn=y}

]
, x, y ∈ Z

d,

and hence equals the expected number of visits of the SRW started in x to y. The next lemma
gives basic properties of the Green function.

Lemma 2.4. For all x, y ∈ Z
d, the following properties hold:

(a) (symmetry) g(x, y) = g(y, x),

(b) (translation invariance) g(x, y) = g(0, y − x),

(c) (harmonicity) the value of g(x, ·) at y ∈ Z
d \ {x} is the average of the values g(x, ·) over

the neighbors of y:

g(x, y) =
∑

z∈Zd : |z|1=1

g(x, y + z) · 1
2d

+ 1{y=x}. (2.2.6)

By Lemma 2.4(b), if we define
g(x) := g(0, x), (2.2.7)

then g(x, y) = g(y − x), for all x, y ∈ Z
d.

Proof of Lemma 2.4. The statement (a) follows from the fact that Px[Xn = y] = Py[Xn = x],
and (b) from Px[Xn = y] = P0[Xn = y − x]. For (c), first note that by (b) it suffices to prove it
for x = 0. Using (2.2.7) and the Markov property, we compute for each y ∈ Z

d,

g(y) =
∑

n≥0

P0[Xn = y] = 1{y=0} +
∑

n≥1

P0[Xn = y]

= 1{y=0} +
∑

n≥1

∑

z:|z|1=1

P0[Xn−1 = y + z,Xn = y]

= 1{y=0} +
1

2d

∑

z:|z|1=1

∑

n≥1

P0[Xn−1 = y + z]

= 1{y=0} +
1

2d

∑

z:|z|1=1

g(y + z),

which implies (2.2.6).
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Exercise 2.5. Prove the properties of SRW used to show (a) and (b) of Lemma 2.4.

Definition 2.6. SRW is called transient if P0[H̃0 =∞] > 0, otherwise it is called recurrent.

The following theorem is a celebrated result of George Pólya [P21].

Theorem 2.7. SRW on Z
d is recurrent if d ≤ 2 and transient if d > 2.

We will not prove Theorem 2.7 in these notes. The original proof of Pólya uses path counting
and the Stirling formula, it can be found in many books on discrete probability. Currently there
exist many different proofs of this theorem. Perhaps, the most elegant one is by Lyons and Peres
using construction of flows of finite energy, see the discussion in the bibliographic notes to this
chapter.
By solving the next exercise, the reader will learn that the notions of transience and recurrence
are closely connected to properties of the Green function.

Exercise 2.8. Prove that

(a) g(0) = P0[H̃0 =∞]−1, in particular, SRW is transient if and only if g(0) <∞,

(b) for each y ∈ Z
d, g(y) <∞ if and only if g(0) <∞,

(c) if SRW is transient, then P0[lim infn→∞ |Xn| = ∞] = 1, and if it is recurrent, then
P0[lim infn→∞ |Xn| = 0] = 1.

Now we state a bound on the univariate SRW Green function g(·) which follows from a much
sharper asymptotic formula proved in [L91, Theorem 1.5.4].

Claim 2.9. For any d ≥ 3 there exist dimension dependent constants cg, Cg ∈ (0,∞) such that

cg · (|x|+ 1)2−d ≤ g(x) ≤ Cg · (|x|+ 1)2−d, x ∈ Z
d. (2.2.8)

Remark 2.10. Let us present a short heuristic proof of (2.2.8). Let 1≪ R and denote by A(R)
the annulus B(2R)\B(R). Using the Harnack inequality (Lemma 2.3) one can derive that there
is a number g∗(R) such that g(x) ≍ g∗(R) for any x ∈ A(R). By the diffusivity and transience
of random walk, the expected total number of steps that the walker spends in A(R) is of order
R2. Therefore

R2 ≍ E0

[∑

n≥0

1{Xn∈A(R)}

]
=

∑

x∈A(R)

g(x) ≍ |A(R)| · g∗(R) ≍ Rd · g∗(R).

Thus g∗(R) ≍ R2−d, so for any x ∈ A(R) we obtain g(x) ≍ R2−d ≍ |x|2−d.

From now on we will tacitly assume d ≥ 3.

2.3 Equilibrium measure and capacity

For K ⊂⊂ Z
d and x ∈ Z

d, we set

eK(x) := Px[H̃K =∞] · 1x∈K = Px[LK = 0] · 1x∈K , (2.3.1)

which gives rise to the equilibrium measure eK of K. Its total mass

cap(K) :=
∑

x∈K

eK(x) (2.3.2)
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is called the capacity of K. Note that eK is supported on the interior boundary ∂intK of K, and
it is not trivial when d ≥ 3 because of the transience of SRW. In particular, for any K ⊂⊂ Z

d,
cap(K) ∈ (0,∞). We can thus define a probability measure on K by normalizing eK :

ẽK(x) :=
eK(x)

cap(K)
. (2.3.3)

This measure is called the normalized equilibrium measure (or, sometimes, the harmonic measure
with respect to K). The measure ẽK is obviously also supported on ∂intK.

Our first result about capacity follows directly from the definition.

Lemma 2.11 (Subadditivity of capacity). For any K1,K2 ⊂⊂ Z
d,

cap(K1 ∪K2) ≤ cap(K1) + cap(K2). (2.3.4)

Proof. Denote by K = K1 ∪K2. We first observe that

eK(x) = Px[H̃K =∞] ≤ Px[H̃Ki =∞] = eKi(x), x ∈ Ki, i = 1, 2. (2.3.5)

Using this we obtain (2.3.4):

cap(K) =
∑

x∈K

eK(x) ≤
∑

x∈K1

eK(x) +
∑

x∈K2

eK(x)

≤
∑

x∈K1

eK1(x) +
∑

x∈K2

eK2(x) = cap(K1) + cap(K2).

The following identity provides a connection between the hitting probability of a set, the Green
function, and the equilibrium measure.

Lemma 2.12. For x ∈ Z
d and K ⊂⊂ Z

d,

Px[HK <∞] =
∑

y∈K

g(x, y)eK(y). (2.3.6)

Proof. Since SRW is transient in dimension d ≥ 3, we obtain that almost surely LK <∞. This
in combination with the Markov property yields that

Px[HK <∞] = Px[0 ≤ LK < +∞] =
∑

y∈K
n≥0

Px

[
Xn = y, LK = n

]

=
∑

y∈K
n≥0

Px[Xn = y]Py[H̃K =∞] =
∑

y∈K

g(x, y)eK(y).

If we let |K| = 1 in Lemma 2.12 we get

cap(x) = 1/g(0), Px[Hy <∞] = g(x, y)/g(0), x, y ∈ Z
d. (2.3.7)

Hence the Green function g(x, y) equals the hitting probability Px[Hy <∞] up to the constant
multiplicative factor g(0). The case |K| = 2 can also be exactly solved, as illustrated in the next
lemma.
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Lemma 2.13. For x 6= y ∈ Z
d,

cap({x, y}) = 2

g(0) + g(y − x)
. (2.3.8)

Proof. The equilibrium measure e{x,y} is supported on {x, y}, whence we can write

e{x,y} = αxδx + αyδy.

Using Lemma 2.12 we deduce that

1 = g(x, x)αx + g(x, y)αy ,

1 = g(y, x)αx + g(y, y)αy .

Solving this system yields αx = αy = (g(0) + g(x− y))−1, and hence (2.3.8).

The next lemma gives an equivalent definition of capacity.

Lemma 2.14 (A variational characterization of capacity). Let K ⊂⊂ Z
d. Define the families

of functions Σ↑ and Σ↓ by

Σ↑ =



 ϕ ∈ R

K : ∀x ∈ K
∑

y∈K

ϕ(y)g(x, y) ≤ 1



 , (2.3.9)

Σ↓ =



 ϕ ∈ R

K : ∀x ∈ K
∑

y∈K

ϕ(y)g(x, y) ≥ 1



 . (2.3.10)

Then
cap(K) = max

ϕ∈Σ↑

∑

y∈K

ϕ(y) = min
ϕ∈Σ↓

∑

y∈K

ϕ(y). (2.3.11)

Proof of Lemma 2.14. Let K ⊂⊂ Z
d and ϕ ∈ R

K . On the one hand,

∑

x∈K

ẽK(x)
∑

y∈K

ϕ(y)g(x, y) =
1

cap(K)

∑

y∈K

ϕ(y)
∑

x∈K

eK(x)g(x, y)
(2.3.6)
=

1

cap(K)

∑

y∈K

ϕ(y).

On the other hand, by (2.3.9) and (2.3.10),

∑

x∈K

ẽK(x)
∑

y∈K

ϕ(y)g(x, y)

{
≤ 1, for ϕ ∈ Σ↑,
≥ 1, for ϕ ∈ Σ↓.

Therefore,

sup
ϕ∈Σ↑

∑

y∈K

ϕ(y) ≤ cap(K) ≤ inf
ϕ∈Σ↓

∑

y∈K

ϕ(y).

To finish the proof of (2.3.11), it suffices to note that eK ∈ Σ↑ ∩ Σ↓. Indeed, by (2.3.6),

∀x ∈ K :
∑

y∈K

eK(y)g(x, y) = Px[HK <∞] = 1.

The proof of (2.3.11) is complete.

The next exercises give some useful applications of Lemma 2.14.



2.4. NOTES 15

Exercise 2.15 (Monotonicity of capacity). Show that for any K ⊆ K ′ ⊂⊂ Z
d,

cap(K) ≤ cap(K ′). (2.3.12)

Exercise 2.16. Show that for any K ⊂⊂ Z
d,

|K|
supx∈K

∑
y∈K g(x, y)

≤ cap(K) ≤ |K|
infx∈K

∑
y∈K g(x, y)

. (2.3.13)

Finally, using (2.3.13), one can easily obtain bounds on the capacity of balls which are useful
for large radii in particular.

Exercise 2.17 (Capacity of a ball). Use (2.2.8) and (2.3.13) to prove that

cap(B(R)) ≍ Rd−2. (2.3.14)

2.4 Notes

An excellent introduction to simple random walk on Z
d is the book of Lawler [L91]. The

most fruitful approach to transience and recurrence of SRW on Z
d and other graphs is through

connections with electric networks, see [DS84]. Pólya’s theorem was first proved in [P21] using
combinatorics. Alternative proofs use connections with electric networks, and can be found in
[DS84, L83, LP11].

Simple random walk on Z
d is a special case of a large class of reversible discrete time Markov

chains on infinite connected graphs G = (V,E), where V is the vertex set and E the edge set.
Every such Markov chain can be described using a weight function µ : V × V → [0,∞) such
that µ(x, y) > 0 if and only if {x, y} ∈ E. More precisely, its transition probability from x ∈ V
to y ∈ V is given by µ(x, y)/

∑
z∈V µ(x, z). The simple random walk corresponds to µ(x, y) = 1

2d
if x ∼ y, and 0 otherwise.

Lemma 2.14 shows that the capacity of a set arises as the solution of a linear programming
problem. There are many other examples of variational characterizations of capacity that involve
convex quadratic objective functions, see e.g., [S12d, Proposition 1.9] or [W08, Proposition 2.3].
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Chapter 3

Random interlacements: first

definition and basic properties

In this chapter we give the first definition of random interlacements at level u > 0 as a random
subset of Zd. We then prove that it has polynomially decaying correlations, and is invariant and
ergodic with respect to the lattice shifts.

Along the way we also collect various basic definitions pertaining to a measurable space of
subsets of Zd, which will be used often throughout these notes.

3.1 Space of subsets of Zd and random interlacements

Consider the space {0, 1}Zd
, d ≥ 3. This space is in one-to-one correspondence with the space

of subsets of Zd, where for each ξ ∈ {0, 1}Zd
, the corresponding subset of Zd is defined by

S(ξ) = {x ∈ Z
d : ξx = 1}.

Thus, we can think about the space {0, 1}Zd
as the space of subsets of Zd. For x ∈ Z

d, we define

the function Ψx : {0, 1}Zd → {0, 1} by Ψx(ξ) = ξx for ξ ∈ {0, 1}d. The functions (Ψx)x∈Zd are
called coordinate maps.

Definition 3.1. For K ⊂ Z
d, we denote by σ(Ψx, x ∈ K) the sigma-algebra on the space

{0, 1}Zd
generated by the coordinate maps Ψx, x ∈ K, and we define F = σ(Ψx, x ∈ Z

d).

If K ⊂⊂ Z
d and A ∈ σ(Ψx, x ∈ K), then we say that A is a local event with support K.

For any K0 ⊆ K ⊂⊂ Z
d, K1 = K \K0 we say that

{ ∀x ∈ K0 : Ψx = 0 ; ∀x ∈ K1 : Ψx = 1 } = {S ∩K = K1 } (3.1.1)

is a cylinder event with base K.

Remark 3.2. Every local event is a finite disjoint union of cylinder events. More precisely
stated, for any K ⊂⊂ Z

d, the sigma-algebra σ(Ψx, x ∈ K) is atomic and has exactly 2|K| atoms
of form (3.1.1).

For u > 0, we consider the one parameter family of probability measures Pu on ({0, 1}Zd
,F)

satisfying the equations

Pu[S ∩K = ∅] = e−ucap(K), K ⊂⊂ Z
d. (3.1.2)

17
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These equations uniquely determine the measure Pu since the events

{
ξ ∈ {0, 1}Zd

: S(ξ) ∩K = ∅
}
=
{
ξ ∈ {0, 1}Zd

: Ψx(ξ) = 0 for all x ∈ K
}
, K ⊂⊂ Z

d

form a π-system (i.e., a family of sets which is closed under finite intersections) that generates
F , and Dynkin’s π − λ lemma (see Theorem 3.2 in [B86]) implies the following result.

Claim 3.3. If two probability measures on the same measurable space coincide on a π-system,
then they coincide on the sigma-algebra generated by that π-system.

The existence of a probability measure Pu satisfying (3.1.2) is not immediate, but it will follow
from Definition 6.7 and Remark 6.8. The measure Pu also arises as the local limit of the trace of
the first ⌊uNd⌋ steps of simple random walk with a uniform starting point on the d-dimensional
torus (Z/NZ)d, see Theorem 4.1 and Exercise 4.2.

The random subset S of Zd in ({0, 1}Zd
,F ,Pu) is called random interlacements at level u. The

reason behind the use of “interlacements” in the name will become clear in Chapter 6, see
Definition 6.7, where we define random interlacements at level u as the range of the (interlacing)
SRW trajectories in the support of a certain Poisson point process.

By the inclusion-exlusion formula, we obtain from (3.1.2) the following explicit expressions for
the probabilities of cylinder events: for any K0 ⊆ K ⊂⊂ Z

d, K1 = K \K0,

Pu[ Ψ|K0
≡ 0, Ψ|K1

≡ 1 ] = Pu[S ∩K = K1] =
∑

K ′⊆K1

(−1)|K ′|e−u cap(K0∪K ′). (3.1.3)

Exercise 3.4. Show (3.1.3).

In the remaining part of this chapter we prove some basic properties of random interlacements
at level u using the equations (3.1.2) and (3.1.3).

3.2 Correlations, shift-invariance, ergodicity

In this section we prove that random interlacements at level u has polynomially decaying corre-
lations, is invariant and ergodic with respect to the lattice shifts. We begin with computing the
asymptotic behavior of the covariances of S under Pu.

Claim 3.5. For any u > 0,

CovPu(Ψx,Ψy) ∼
2u

g(0)2
g(y − x) exp

{
− 2u

g(0)

}
, |x− y| → ∞. (3.2.1)

Remark 3.6. By (3.2.1) and the Green function estimate (2.2.8), for any u > 0 and x, y ∈ Z
d,

c · (|y − x|+ 1)2−d ≤ CovPu(1{x∈S},1{y∈S}) ≤ C · (|y − x|+ 1)2−d ,

for some constants 0 < c ≤ C <∞ depending on u. We say that random interlacements at level
u exhibits polynomial decay of correlations.
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Proof of Claim 3.5. We compute

CovPu(Ψx,Ψy) = CovPu(1−Ψx, 1 −Ψy) = Pu[ Ψx = Ψy = 0 ]− Pu[ Ψx = 0 ]Pu[ Ψy = 0 ]

(3.1.2)
= exp {−ucap({x, y})} − exp {−ucap({x})} · exp {−ucap({y})}

(2.3.7),(2.3.8)
= exp

{
− 2u

g(0) + g(y − x)

}
− exp

{
− 2u

g(0)

}

= exp
{
− 2u

g(0)

}(
exp

{ 2ug(x − y)

g(0)(g(0) + g(x − y))

}
− 1
)

∼ exp
{
− 2u

g(0)

}2ug(x − y)

g(0)2
.

Definition 3.7. If Q is a probability measure on ({0, 1}Zd
,F), then a measure-preserving trans-

formation T on ({0, 1}Zd
,F , Q) is an F-measurable map T : {0, 1}Zd → {0, 1}Zd

, such that

Q[T−1(A)] = Q[A] for all A ∈ F .

Such a measure-preserving transformation is called ergodic if all T -invariant events, i.e., all
A ∈ F for which T−1(A) = A, have Q-probability 0 or 1.

We now define the measure-preserving transformations we will have a look at. For x ∈ Z
d we

introduce the canonical shift

tx : {0, 1}Zd → {0, 1}Zd
, Ψy(tx(ξ)) = Ψy+x(ξ), y ∈ Z

d, ξ ∈ {0, 1}Zd
.

Also, for K ⊆ Z
d, we define K + x = {y + x : y ∈ K}.

Lemma 3.8. For any x ∈ Z
d and any u > 0 the transformation tx preserves the measure Pu.

Proof. Let x ∈ Z
d. We want to prove that the pushforward of Pu by tx coincides with Pu, i.e.,

(tx ◦Pu)[A] = Pu[A] for all A ∈ F . By Claim 3.3 it suffices to show that tx ◦Pu satisfies (3.1.2).
Let K ⊂⊂ Z

d. We compute

(tx ◦ Pu) [S ∩K = ∅] = Pu [S ∩ (K − x) = ∅] (3.1.2)= e−ucap(K−x) = e−ucap(K).

Before we state the next property of random interlacements, we recall the following classical
approximation result (see e.g., [B86, Theorem 11.4]). For A,B ∈ F , we denote by A∆B ∈ F
the symmetric difference between A and B, i.e.,

A∆B = (A \B) ∪ (B \A). (3.2.2)

Exercise 3.9. Let ({0, 1}Zd
,F , Q) be a probability space, and take B ∈ F . Prove that

for any ε > 0 there exist K ⊂⊂ Z
d and Bε ∈ σ(Ψx, x ∈ K) such that Q[Bε∆B] ≤ ε. (3.2.3)

Hint: it is enough to show that the family of sets B ∈ F that satisfy (3.2.3) is a sigma-algebra
that contains the local events.

The next result states that random interlacements is ergodic with respect to the lattice shifts.
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Theorem 3.10 ([S10], Theorem 2.1). For any u ≥ 0 and 0 6= x ∈ Z
d, the measure-preserving

transformation tx is ergodic on ({0, 1}Zd
,F ,Pu).

Proof of Theorem 3.10. Let us fix 0 6= x ∈ Z
d. In order to prove that tx is ergodic on

({0, 1}Zd
,F ,Pu), it is enough to show that for any K ⊂⊂ Z

d and Bε ∈ σ(Ψx, x ∈ K) we
have

lim
n→∞

Pu[Bε ∩ tnx(Bε)] = Pu[Bε]
2. (3.2.4)

Indeed, let B ∈ F be such that tx(B) = B. Note that for any integer n, tnx(B) = B.

For any ε > 0, let Bε ∈ F be a local event satisfying (3.2.3) with Q = Pu, i.e., Pu[Bε∆B] ≤ ε.
Note that

Pu[tnx(Bε)∆B] = Pu[tnx(Bε)∆tnx(B)] = Pu[tnx(Bε∆B)] = Pu[Bε∆B] ≤ ε,

where in the last equality we used Lemma 3.8. Therefore, for all n, we have

|Pu[Bε ∩ tnx(Bε)]− Pu[B]| ≤ Pu[(Bε ∩ tnx(Bε))∆B] ≤ 2ε,

and we conclude that

Pu[B] = lim
ε→0

lim
n→∞

Pu[Bε ∩ tnx(Bε)]
(3.2.4)
= lim

ε→0
Pu[Bε]

2 = Pu[B]2,

which implies that Pu[B] ∈ {0, 1}. This proves the ergodicity of tx on ({0, 1}Zd
,F ,Pu) given

the mixing property (3.2.4).

We begin the proof of (3.2.4) by showing that for any K1,K2 ⊂⊂ Z
d,

lim
|y|→∞

cap(K1 ∪ (K2 + y)) = cap(K1) + cap(K2). (3.2.5)

Let Ky = K1 ∪ (K2 + y). By the definition (2.3.2) of capacity, we only need to show that

∀ z ∈ K1 : lim
|y|→∞

eKy(z) = eK1(z), (3.2.6)

∀ z ∈ K2 : lim
|y|→∞

eKy(z + y) = eK2(z) (3.2.7)

in order to conclude (3.2.5). We only prove (3.2.6). For any z ∈ K1 we have

0 ≤ eK1(z)− eKy(z) = Pz [H̃K1 =∞, H̃Ky <∞] ≤ Pz[HK2+y <∞]

≤
∑

v∈K2

Pz[H{v+y} <∞]
(2.3.7)

≤
∑

v∈K2

g(z, v + y)
(2.2.8)

≤ Cg

∑

v∈K2

|v + y − z|2−d → 0, |y| → ∞,

thus we obtain (3.2.6). The proof of (3.2.7) is analogous and we omit it.

We first prove (3.2.4) if A is a cylinder event of form (3.1.1).

If n is big enough, then K ∩ (K + nx) = ∅, therefore we have

Pu[A ∩ tnx(A)] = P[S ∩ (K ∪ (K + nx)) = K1 ∪ (K1 + nx)]
(3.1.3)
=

∑

K ′′⊆K1

∑

K ′⊆K1

(−1)|K ′′|+|K ′| exp
(
− ucap((K0 ∪K ′′) ∪ ((K0 ∪K ′) + nx))

)
.
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From the above identity and (3.2.5) we deduce

lim
n→∞

Pu[A ∩ tnx(A)] =
∑

K ′′⊆K1

∑

K ′⊆K1

(−1)|K ′′|+|K ′| exp
(
− u(cap(K0 ∪K ′′) + cap(K0 ∪K ′))

)

=
∑

K ′′⊆K1

(−1)|K ′′|e−ucap(K0∪K ′′)
∑

K ′⊆K1

(−1)|K ′|e−ucap(K0∪K ′) (3.1.3)
= Pu[A]2,

thus (3.2.4) holds for cylinder events. Now by Remark 3.2 the mixing result (3.2.4) can be
routinely extended to any local event. The proof of Theorem 3.10 is complete.

Exercise 3.11. Show that the asymptotic independence result (3.2.4) can indeed be extended
from the case when A is a cylinder set of form (3.1.1) to the case when Bε ∈ σ(Ψx, x ∈ K) for
some K ⊂⊂ Z

d.

3.3 Increasing and decreasing events, stochastic domination

In this section we introduce increasing and decreasing events, which will play an important
role in the sequel. We also define stochastic domination of probability measures, and use it to
compare the law of random interlacements with that of the classical Bernoulli percolation.

There is a natural partial order on the space {0, 1}Zd
: we say that ξ ≤ ξ′ for ξ, ξ′ ∈ {0, 1}Zd

, if
for all x ∈ Z

d, ξx ≤ ξ′x.

Definition 3.12. An event G ∈ F is called increasing (resp., decreasing), if for all ξ, ξ′ ∈
{0, 1}Zd

with ξ ≤ ξ′, ξ ∈ G implies ξ′ ∈ G (resp., ξ′ ∈ G implies ξ ∈ G).

It is immediate that if G is increasing, then Gc is decreasing, and that the union or intersection
of increasing events is again an increasing event.

Definition 3.13. If P and Q are probability measures on the measurable space
(
{0, 1}Zd

,F
)

then we say that P stochastically dominates Q if for every increasing event G ∈ F , Q[G] ≤ P [G].

Random interlacements at level u is a random subset of Zd, so it is natural to try to compare
it to a classical random subset of Zd, namely the Bernoulli site percolation with density p. It
turns out that the laws of the two random subsets do not stochastically dominate one another.

We first define Bernoulli percolation. For p ∈ [0, 1], we consider the probability measure Qp on

({0, 1}Zd
,F) such that under Qp, the coordinate maps (Ψx)x∈Zd are independent and each is

distributed as a Bernoulli random variable with parameter p, i.e.,

Qp[Ψx = 1] = 1−Qp[Ψx = 0] = p.

While Pu exhibits long-range correlations, see Remark 3.6, Qp is a product measure. For
applications, it is often helpful if there is a stochastic domination by (of) a product measure.
Unfortunately, it is not the case with Pu, as we will now see in Claims 3.14 and 3.15.

Claim 3.14. For any u > 0 and p ∈ (0, 1), Pu does not stochastically dominate Qp.

Proof. Fix u > 0 and p ∈ (0, 1). For R ≥ 1, let GR = {S ∩ B(R) = ∅ } ∈ F be the event that
box B(R) is completely vacant. The events GR are clearly decreasing, therefore, in order to
prove Claim 3.14 it is enough to show that for some R ≥ 1,

Pu[GR] > Qp[GR].
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For large enough R, we have

Pu[GR]
(3.1.2)
= e−ucap(B(R))

(∗)
> (1− p)|B(R)| = Qp[GR],

where the inequality marked by (∗) indeed holds for large enough R, because

cap(B(R))
(2.3.14)≍ Rd−2 and |B(R)| ≍ Rd,

thus e−ucap(B(R)) decays to zero slower than (1− p)|B(R)| as R→∞. The proof is complete.

The proof of the next claim is an adaptation of [CT12, Lemma 4.7].

Claim 3.15. For any u > 0 and p ∈ (0, 1), Qp does not stochastically dominate Pu.

Proof. Fix u > 0 and p ∈ (0, 1). For R ≥ 1, let G′
R = {S ∩B(R) = B(R)} ∈ F be the event that

B(R) is completely occupied. The event G′
R is clearly increasing, therefore, in order to prove

Claim 3.15, it suffices to show that for some R ≥ 1,

Pu[G′
R] > Qp[G′

R]. (3.3.1)

On the one hand, Qp[G′
R] = p|B(R)|. On the other hand, we will prove in Claim 6.10 of Section 6.3

using the more constructive definition of random interlacements that there exists R0 = R0(u) <
∞ such that

∀R ≥ R0 : Pu[G′
R] ≥

1

2
exp

(
− ln(R)2Rd−2

)
. (3.3.2)

Since |B(R)| ≍ Rd, (3.3.1) holds for large enough R, and the proof of Claim 3.15 is complete.

3.4 Notes

The results of Section 3.2 are proved in [S10] using Definition 6.7. The latter definition allows
to deduce many other interesting properties of random interlacements. For instance, for any
u > 0, the subgraph of Zd induced by random interlacements at level u is almost surely infinite
and connected (see [S10, Corollary 2.3]).

For any u > 0, the measure Pu satisfies the so-called FKG inequality, i.e., for any increasing
events A1, A2 ∈ F ,

Pu[A1 ∩A2] ≥ Pu[A1] · Pu[A2],

see [T09a].

Despite the results of Claims 3.14 and 3.15, there are many similarities in geometric properties
of the subgraphs of Zd induced by random interlacements at level u and Bernoulli percolation
with parameter p > pc, where pc ∈ (0, 1) is the critical threshold for the existence of an (unique)
infinite connected component in the resulting subgraph (see [G99]). For instance, both the
infinite connected component of random interlacements and of Bernoulli percolation are almost
surely transient graphs (see [GKZ93, RS11a]), their graph distances are comparable with the
graph distance in Z

d (see [AP96, CP12, DRS12b]), and simple random walk on each of them
satisfies the quenched invarinace principle (see [BeBi07, MP07, PRS13, SidSz04]).

It is worth mentioning that if d is high enough and if we restrict our attention to a subspace V
of Zd with large enough co-dimension, then the law of the restriction of random interlacements
to V does stochastically dominate Bernoulli percolation on V with small enough p = p(u), see
the Appendix of [CP12].



Chapter 4

Random walk on the torus and

random interlacements

In this chapter we consider simple random walk on the discrete torus T
d
N := (Z/NZ)d, d ≥ 3.

We prove that for every u > 0, the local limit (as N → ∞) of the set of vertices in T
d
N visited

by the random walk up to time uNd steps is given by random interlacements at level u.

We denote by ϕ : Z
d → T

d
N the canonical projection map of the equivalence relation on Z

d

induced by mod N , omitting the dependence on N from the notation. Recall that Px is the
law of simple random walk (Xn)n≥0 on Z

d started from x. The sequence (ϕ(Xn))n≥0 is called
simple random walk on T

d
N started from ϕ(x). Its distribution is given as the pushforward of Px

by ϕ, i.e., ϕ ◦ Px. In other words, the distribution of simple random walk on T
d
N at step n + 1

is uniform over the neighbors of the vertex where the walker is at step n.

We use bold font to denote vertices and subsets of the torus, i.e., x ∈ T
d
N and K ⊂ T

d
N . We

write K ⊂⊂ T
d
N if the size of K does not depend on N . Similarly, we denote the random walk

on the torus by (Xt)t≥0 = (ϕ(Xt))t≥0. We write Px for the law of simple random walk on T
d
N

started from x ∈ T
d
N , and

P =
1

Nd
·
∑

x∈Td
N

Px (4.0.1)

for the law of simple random walk started from a uniformly chosen vertex of Td
N . For simplicity,

we omitted from the notation above the dependence on N of the random walk on T
d
N and its

law.

The goal of this chapter is to prove that there is a well defined local limit (as N → ∞) of
{X0, . . . ,X⌊uNd⌋} ⊂ T

d
N for any u > 0. The key to this statement is the following theorem.

Theorem 4.1 ([W08]). For a given K ⊂⊂ Z
d,

lim
N→∞

P[{X0, . . . ,X⌊uNd⌋} ∩ ϕ(K) = ∅] = e−u cap(K). (4.0.2)

By (3.1.2), the right-hand side of (4.0.2) is precisely the probability that random interlacements
at level u does not intersect K.

Exercise 4.2. Define the probability measure Pu,N on ({0, 1}Zd
,F) by

Pu,N [B] = P
[(

1[ϕ(x) ∈ {X0, . . . ,X⌊uNd⌋}]
)
x∈Zd

∈ B
]
, B ∈ F .

23
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Use Theorem 4.1, the inclusion-exclusion formula (3.1.3) and Remark 3.2 to show that for any
K ⊂⊂ Z

d and any local event B ∈ σ(Ψx, x ∈ K) we have

lim
N→∞

Pu,N [B] = Pu[B],

where Pu is the unique probability measure on ({0, 1}Zd
,F) that satisfies (3.1.2).

Thus, Theorem 4.1 implies that the local limit of the sequence of random sets {X0, . . . ,X⌊uNd⌋}
is given by random interlacements at level u.

The proof of Theorem 4.1 relies crucially on the two facts that (a) simple random walk on Z
d

is transient when d ≥ 3, recall Theorem 2.7, and (b) uniformly over all the possible starting
positions, the so-called lazy random walk on T

d
N converges with high probability to its stationary

measure (which is the uniform measure on vertices of Td
N ) in about N2+ǫ steps. The first fact

implies that even though the random walk on T
d
N is recurrent, it is “locally transient”, which

means that with positive probability it returns to its starting position after a very long time only
(of order Nd). The second fact implies that the distributions of the lazy random walk before
step t and after step t+N2+ǫ are approximately independent as N →∞.
The lazy random walk (Yt)t≥0 on T

d
N is defined as the Markov chain which stays in the current

state with probability 1/2 and otherwise selects a new state uniformly at random from the
neighbors of the current state. The main reason to introduce the lazy random walk is to avoid
issues caused by the periodicity of simple random walk. (Indeed, if N is even, then simple
random walk on T

d
N will visit disjoint subsets of Td

N at even and at odd steps.) The lazy random
walk is aperiodic and starting from any position converges to the uniform measure on vertices
of Td

N .
It will be convenient to link the lazy random walk with simple random walk. We define the
sequence (ξt)t≥1 of independent identically distributed random variables with Bernoulli distri-
bution with parameter 1/2, and let S0 = 0, St =

∑t
i=1 ξi for t ≥ 1. Then Yt := XSt is the

lazy random walk on T
d
N . Indeed, here St stands for the number of steps up to t when the

lazy random walk changes its location. In what follows, for simplicity of notation, we use Px

to denote both the law of simple random walk on T
d
N started from x and the law of the lazy

random walk started from x.

Before we give a proof of Theorem 4.1, we collect some useful facts about simple and lazy random
walks on T

d
N .

4.1 Preliminaries

4.1.1 Lazy random walk

Our first statement gives a useful connection between simple and lazy random walks. Note that
by the law of large numbers St

t → 1
2 , as t → ∞. Thus, on average, in t steps, the lazy random

walk changes its position about t/2 times. This is formalized in the next lemma.

Lemma 4.3. For any ǫ > 0 there exists α = α(ǫ) ∈ (0, 1) such that for all n ≥ 0,

Px

[
{Y0, . . . ,Y2(1−ǫ)n} ⊂ {X0, . . . ,Xn} ⊂ {Y0, . . . ,Y2(1+ǫ)n}

]
≥ 1− 2 · αn. (4.1.1)

Proof of Lemma 4.3. Note that the event in (4.1.1) contains the event {S2(1−ǫ)n < n} ∩
{S2(1+ǫ)n > n}. By the exponential Markov inequality, for any λ > 0,

Px[S2(1−ǫ)n > n] ≤ e−λn ·
(
1

2
· eλ +

1

2

)2(1−ǫ)n
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and

Px[S2(1+ǫ)n < n] ≤ eλn ·
(
1

2
· e−λ +

1

2

)2(1+ǫ)n

.

To finish the proof, choose λ = λ(ǫ) > 0 small enough so that both e−λ ·
(
1
2 · eλ + 1

2

)2(1−ǫ)
and

eλ ·
(
1
2 · e−λ + 1

2

)2(1+ǫ)
are smaller than 1. (Note that from the asymptotic expansion of the two

expressions for λ→ 0 one can deduce that such a choice of λ always exists.)

Exercise 4.4. Give details for the proof of Lemma 4.3, i.e., give a possible expression for α.

The following corollary is going to be useful in the proof of Theorem 4.1.

Corollary 4.5. For any ǫ > 0 and δ > 0, there exist C = C(ǫ, δ) < ∞ and β = β(ǫ) ∈ (0, 1)
such that for all N ≥ 1 (size of Td

N), K ⊂⊂ T
d
N , and n = ⌊N δ⌋,

(1− C · βn) ·P
[
{Y0, . . . ,Y2(1−ǫ)n} ∩K 6= ∅

]
≤ P [{X0, . . . ,Xn} ∩K 6= ∅]

≤ (1 + C · βn) ·P
[
{Y0, . . . ,Y2(1+ǫ)n} ∩K 6= ∅

]
. (4.1.2)

Proof of Corollary 4.5. It follows from (4.0.1) and Lemma 4.3 that for any K ⊂⊂ T
d
N ,

P
[
{Y0, . . . ,Y2(1−ǫ)n} ∩K 6= ∅

]
− 2 · αn ≤ P [{X0, . . . ,Xn} ∩K 6= ∅]

≤ P
[
{Y0, . . . ,Y2(1+ǫ)n} ∩K 6= ∅

]
+ 2 · αn,

with α chosen as in (4.1.1). In addition, since X0 under P has uniform distribution over
vertices of Td

N , we have P [{X0, . . . ,Xn} ∩K 6= ∅] ≥ P[X0 ∈ K] ≥ 1
Nd . We take β =

√
α. Let

N1 = N1(ǫ, δ) be such that for all N ≥ N1, one has 2 · αn · Nd < 1. For any N ≤ N1, the
inequalities (4.1.2) hold for some C = C(ǫ, δ,N1), and for any N > N1, the inequalities (4.1.2)
hold for C = C(ǫ, δ) such that (1−C ·βn) ·(1+2·αn ·Nd) ≤ 1 and (1+C ·βn) ·(1−2·αn ·Nd) ≥ 1.
We complete the proof by taking C which is suitable for both cases, N ≤ N1 and N > N1.

Exercise 4.6. Give details for the proof of Corollary 4.5.

4.1.2 Hitting of small sets in short times

Theorem 4.1 gives an asymptotic expression for the probability that simple random walk visits
a subset of Td

N at times proportional to Nd. The next lemma gives an asymptotic expression
for the probability that simple random walk visits a subset of Td

N after much shorter time than
Nd.

Lemma 4.7. Let δ ∈ (0, d), N ≥ 1, and n = ⌊N δ⌋. For any K ⊂⊂ Z
d,

lim
N→∞

Nd

n
·P [{X0, . . . ,Xn} ∩ ϕ(K) 6= ∅] = cap(K). (4.1.3)

Proof of Lemma 4.7. Let K ⊂⊂ Z
d. In this proof we use the notation K for ϕ(K). Recall from

(2.2.2), (2.2.3), and (2.2.4) the notion of the entrance time HA in A, the hitting time H̃A of A,
and the exit time TA from A for simple random walk on Z

d. These definitions naturally extend
to the case of random walk on T

d
N rather than Z

d, and we use the notation HA, H̃A, and TA,
respectively. Using the reversibility of simple random walk on T

d
N , i.e., the fact that for any

x0, . . . ,xt ∈ T
d
N ,

P[(X0, . . . ,Xt) = (x0, . . . ,xt)] = P[(X0, . . . ,Xt) = (xt, . . . ,x0)],

we deduce that for all N ≥ 1, t ∈ N, and x ∈ K,

P[HK = t, XHK
= x] = P[X0 = x, H̃K > t]. (4.1.4)
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Exercise 4.8. Prove (4.1.4).

Now we start to rewrite the left-hand side of (4.1.3).

Nd

n
·P[{X0, . . . ,Xn} ∩K 6= ∅] = Nd

n
·

n∑

t=0

∑

x∈K

P[HK = t, XHK
= x]

(4.1.4)
=

Nd

n
·

n∑

t=0

∑

x∈K

P[X0 = x, H̃K > t]

=
1

n
·

n∑

t=0

∑

x∈K

Px[H̃K > t] =
1

n
·

n∑

t=0

∑

x∈K

eK(x, t),

where we defined eK(x, t) = Px[H̃K > t] omitting the dependence on N from the notation.
For x ∈ Z

d, K ⊂⊂ Z
d, and t ≥ 0, let eK(x, t) = Px[H̃K > t]. Note that limt→∞ eK(x, t) = eK(x),

where eK(x) is defined in (2.3.1). Thus, it follows from (2.3.2) that

lim
N→∞

1

n

n∑

t=0

∑

x∈K

eK(x, t) = cap(K).

Therefore, to prove (4.1.3), it is enough to show that for any x ∈ K and x = ϕ(x)(∈ K),

lim
N→∞

max
0≤t≤n

|eK(x, t)− eK(x, t)| = 0. (4.1.5)

By using the fact that Xt = ϕ(Xt), we obtain that for each t ≤ n,

|eK(x, t)− eK(x, t)| = Px

[
H̃K > t

]
− Px

[
H̃ϕ−1(K) > t

]

≤ Px

[
Hϕ−1(K)\K ≤ t

]
≤ Px

[
Hϕ−1(K)\K ≤ n

]
.

Therefore, (4.1.5) will follow once we show that for any x ∈ K

lim
N→∞

Px

[
Hϕ−1(K)\K ≤ n

]
= 0. (4.1.6)

By Doob’s submartingale inequality applied to the non-negative submartingale (|Xt|22)t≥0, for
any ǫ > 0,

lim
N→∞

Px[TB(x,n(1+ǫ)/2) ≤ n] = 0. (4.1.7)

Exercise 4.9. Prove (4.1.7). Hint: first show that Ex[ |Xt|22 | X0, . . . ,Xt−1 ] = |Xt−1|22 + 1.

We fix ǫ > 0 and decompose the event in (4.1.6) according to whether the random walk has
left the box B(x, n(1+ǫ)/2) up to time n or not. Taking into account (4.1.7), to prove (4.1.6) it
suffices to show that for any x ∈ K

lim
N→∞

Px

[
Hϕ−1(K)\K ≤ n, TB(x,n(1+ǫ)/2) > n

]
≤ lim

N→∞
Px

[
H(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K <∞

]
= 0.

We write

Px

[
H(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K <∞

]
≤

∑

y∈(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K

Px[Hy <∞]

(2.3.7)

≤
∑

y∈(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K

g(x, y)
(2.2.8)

≤
∑

y∈(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K

Cg · |x− y|2−d.
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Note that if N is big enough, then ϕ−1(K) ∩ B(x, 12N) = K, therefore we can write the sum
above as the sum over vertices in disjoint annuli

B(x,N · (k +
1

2
)) \B(x,N · (k − 1

2
)), k ∈

{
1, . . . ,

⌈
n(1+ǫ)/2

N

⌉}
, (4.1.8)

see Figure 4.1. Note that for each such k,

Figure 4.1: An illustration of (4.1.8) and (4.1.9). The dark set in the middle is K, and the
lighter ones are copies of K from ϕ−1(K) \K. The copies of K are shifted by elements of NZ

d.
The concentric boxes around K with dotted boundaries are of radius N/2, 3N/2, 5N/2, . . .

∑

y∈ϕ−1(K)∩(B(x,N ·(k+ 1
2
))\B(x,N ·(k− 1

2
))

Cg · |x− y|2−d

≤
(
|K| · C · kd−1

)
· Cg ·

(
N · (k − 1

2
)

)2−d

≤ C · |K| ·N1−d · n(1+ǫ)/2. (4.1.9)

Therefore,

∑

y∈(ϕ−1(K)∩B(x,n(1+ǫ)/2))\K

Cg · |x− y|2−d ≤ C · |K| ·N1−d · n(1+ǫ)/2 ·
⌈
n(1+ǫ)/2

N

⌉
≤ C · |K| · n

1+ǫ

Nd
.

Since δ ∈ (0, d) and n = ⌊N δ⌋, we choose ǫ > 0 such that δ(1+ ǫ) < d and conclude with (4.1.6).
The proof of Lemma 4.7 is complete.

Corollary 4.10. Let δ ∈ (0, d), N ≥ 1, and n = ⌊N δ⌋. For any K ⊂⊂ Z
d,

lim
N→∞

Nd

n
·P [{Y0, . . . ,Yn} ∩ ϕ(K) 6= ∅] = 1

2
· cap(K). (4.1.10)

Exercise 4.11. Use Corollary 4.5 and Lemma 4.7 to prove (4.1.10).
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4.1.3 Fast mixing of lazy random walk

The lazy random walk on T
d
N is an irreducible, aperiodic Markov chain, and thus converges to a

unique stationary distribution. It is not difficult to check that the uniform measure on vertices
of Td

N is the stationary distribution for the lazy random walk. Convergence to the stationary
distribution is often described by the function

εn(N) :=
∑

y∈Td
N

∣∣∣P0[Yn = y]−N−d
∣∣∣


=

∑

y∈Td
N

∣∣∣Px[Yn = y]−N−d
∣∣∣ , for any x ∈ T

d
N


 .

Mixing properties of the random walk can also be described using εn(N), as we discuss in
Lemma 4.12.

Lemma 4.12. For N ≥ 1, 1 ≤ t1 ≤ t2 ≤ T , E1 ∈ σ(Y0, . . . ,Yt1) and E2 ∈ σ(Yt2 , . . . ,YT ), we
have

|P[E1 ∩ E2]−P[E1] ·P[E2]| ≤ εt2−t1(N). (4.1.11)

Proof. For x,y ∈ T
d
N , define

f(x) = P[E1 |Yt1 = x], g(y) = P[E2 |Yt2 = y].

Note that P[E1] = E[f(Yt1)] =
1
Nd ·

∑
x∈Td

N
f(x) and P[E2] = E[g(Yt2)] =

1
Nd ·

∑
y∈Td

N
g(y).

Also by the Markov property,

P[E1 ∩ E2] = E[f(Yt1) · g(Yt2)] = N−d ·
∑

x,y∈Td
N

f(x)g(y)Px[Yt2−t1 = y]. (4.1.12)

Therefore,

|P[E1 ∩ E2]−P[E1] ·P[E2]| = |E[f(Yt1) · g(Yt2)]−E[f(Yt1)] · E[g(Yt2)]|

=

∣∣∣∣∣∣
N−d ·

∑

x,y∈Td
N

f(x)g(y)
(
Px[Yt2−t1 = y]−N−d

)
∣∣∣∣∣∣
≤ sup

x∈Td
N

∑

y∈Td
N

∣∣∣Px[Yt2−t1 = y]−N−d
∣∣∣

= εt2−t1(N).

Exercise 4.13. Prove (4.1.12).

In the proof of Theorem 4.1 we will use the following corollary of Lemma 4.12.

Corollary 4.14. Fix K ⊂⊂ T
d
N . For 0 ≤ s ≤ t, let Es,t = {{Ys, . . . ,Yt} ∩K = ∅}. Then for

any k ≥ 1 and 0 ≤ s1 ≤ t1 ≤ · · · ≤ sk ≤ tk,

∣∣∣∣∣P
[

k⋂

i=1

Esi,ti

]
−

k∏

i=1

P [Esi,ti ]
∣∣∣∣∣ ≤ (k − 1) · max

1≤i≤k−1
εsi+1−ti(N). (4.1.13)

Note that the case k = 2 corresponds to (4.1.11).

Exercise 4.15. Prove (4.1.13) using induction on k.

The next lemma gives a bound on the speed of convergence of the lazy random walk on T
d
N to

its stationary distribution. We refer the reader to [LPW08, Theorem 5.5] for the proof.
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Lemma 4.16. Let δ > 2, N ≥ 1, and n = ⌊N δ⌋. There exist c > 0 and C < ∞ such that for
any N ≥ 1,

εn(N) ≤ Ce−cNδ−2
. (4.1.14)

Lemmas 4.12 and 4.16 imply that the sigma-algebras σ(Y0, . . . ,Yt) and σ(Yt+⌊N2+ǫ⌋, . . . ) are
asymptotically (as N →∞) independent for any given ǫ > 0. This will be crucially used in the
proof of Theorem 4.1.

4.2 Proof of Theorem 4.1

First of all, by Corollary 4.5, it suffices to show that for any u > 0 and K ⊂⊂ Z
d,

lim
N→∞

P[{Y0, . . . ,Y2⌊uNd⌋} ∩ ϕ(K) = ∅] = e−u cap(K). (4.2.1)

We fix u > 0 and define

L = 2⌊uNd⌋.
Our plan is the following: we subdivide the random walk trajectory (Y0, . . . ,YL) into multiple
trajectories with some gaps in between them. We will do this in a way that the number of
sub-trajectories is big and their combined length is almost the same as L. On the other hand,
any two sub-trajectories will be separated by a missing trajectory that is much longer than
the mixing time of the lazy random walk on T

d
N , so that the sub-trajectories are practically

independent.
In order to formalize the above plan, we choose some α, β ∈ R satisfying

2 < α < β < d. (4.2.2)

Let

ℓ∗ = ⌊Nβ⌋+ ⌊Nα⌋, ℓ = ⌊Nβ⌋, K = ⌊L/ℓ∗⌋ − 1. (4.2.3)

Note that the assumptions (4.2.2) imply

lim
N→∞

K =∞, lim
N→∞

K · ℓ
L

= 1. (4.2.4)

We fix K ⊂⊂ Z
d, and denote K = ϕ(K). For 0 ≤ k ≤ K, consider the events

Ek = {{Ykℓ∗ , . . . ,Ykℓ∗+ℓ} ∩K = ∅}.

The events Ek have the same probability, since under P, each Ykℓ∗ is uniformly distributed on
T
d
N .

We are ready to prove (4.2.1). On the one hand, note that

0 ≤ lim
N→∞

(
P

[
K⋂

k=0

Ek
]
−P

[
{Y0, . . . ,Y2⌊uNd⌋} ∩ ϕ(K) = ∅

])

≤ lim
N→∞

P




K⋃

k=0

(k+1)ℓ∗⋃

t=kℓ∗+ℓ

{Yt ∈ K}


 (∗)

≤ lim
N→∞

|K| · (K + 1) · (ℓ∗ − ℓ)

Nd

(4.2.2),(4.2.3)
= 0,

where in (∗) we used the union bound and the fact that Yt is a uniformly distributed element
of Td

N under P for any t ∈ N.
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On the other hand, by Lemma 4.16, and (4.2.2),

lim
N→∞

K · εℓ∗−ℓ(N) = 0,

and using (4.1.13),

lim
N→∞

P

[
K⋂

k=0

Ek
]
= lim

N→∞

K∏

k=0

P [Ek] = lim
N→∞

(P [E0])K+1

(4.1.10)
= lim

N→∞

(
1− ℓ

Nd
· 1
2
· cap(K)

)K+1
(4.2.4)
= e−u·cap(K).

Putting all the estimates together we complete the proof of (4.2.1) and Theorem 4.1.

Exercise 4.17. Define for each N the random variable MN =
∑K

k=0 1[Eck]. In words, MN is
the number of sub-trajectories of form (Ykℓ∗ , . . . ,Ykℓ∗+ℓ), k = 0, . . . ,K that hit K.
Show that if we let N → ∞, then the sequence MN converges in distribution to Poisson with
parameter u · cap(K).

4.3 Notes

The study of the limiting microscopic structure of the random walk trace on the torus was
motivated by the work of Benjamini and Sznitman [BS08], in which they investigate structural
changes in the vacant set left by a simple random walk on the torus (Z/NZ)d, d ≥ 3, up to
times of order Nd.

The model of random interlacements was introduced by Sznitman in [S10] and used in [S09a,
S09b] to study the disconnection time of the discrete cylinder (Z/NZ)d×Z by a simple random
walk.

Theorem 4.1 was first proved in [W08] using the result from [AB92] (see also [A89, p. 24, B2])
that the hitting time of a set by the (continuous time) random walk on T

d
N is asymptotically

exponentially distributed, and using variational formulas to express the expected hitting time of
a set in T

d
N using capacity. Our proof is more in the spirit of [TW11], where for any δ ∈ (0, 1) a

coupling between the random walk Xt, and random interlacements at levels (u− ǫ) and (u+ ǫ)
is constructed in such a way that

Iu−ǫ ∩B(N δ) ⊂ ϕ−1
(
{X0, . . . ,X⌊uNd⌋}

)
∩B(N δ) ⊂ Iu+ǫ ∩B(N δ)

with probability going to 1 faster than any polynomial as N →∞. In fact, the proof of [TW11]
reveals that locally the random walk trajectory (and not just the trace) looks like a random
interlacements point process, which we define and study in the remaining chapters.



Chapter 5

Poisson point processes

In this chapter we review the notion of a Poisson point process on a measurable space as well
as some
basic operations (coloring, mapping, thinning) that we will need for the construction of the
random interlacements point process and in the study of its properties. First we recall some
well-known facts about the Poisson distribution.

5.1 Poisson distribution

We say that the N-valued random variable X has Poisson distribution or briefly denote X ∼
POI(λ) if P[X = k] = e−λ λk

k! when λ ∈ (0,∞). We adopt the convention that P[X = ∞] = 1 if
λ =∞.
We recall the fact that the generating function of the POI(λ) distribution is E[zX ] = eλ(z−1).

Lemma 5.1 (Infinite divisibility). If X1, . . . ,Xj , . . . are independent and Xj ∼ POI(λj) then
we have

∞∑

j=1

Xj ∼ POI(

∞∑

j=1

λj) (5.1.1)

Proof. The proof follows easily from the fact that an N-valued random variable is uniquely
determined by its generating function:

E

[
z
∑∞

j=1 Xj

]
= E




∞∏

j=1

zXj


 =

∞∏

j=1

E
[
zXj
]
=

∞∏

j=1

eλj(z−1) = e
∑∞

j=1 λj(z−1).

The reverse operation of (5.1.1) in known as coloring (or labeling) of Poisson particles.

Lemma 5.2 (Coloring). If Ω = {ω1, . . . , ωj, . . . } is a countable set and if ξ1, . . . , ξi, . . . are
i.i.d. Ω-valued random variables with distribution P[ξi = ωj] = pj, where

∑∞
j=1 pj = 1 and

X ∼ POI(λ) is a Poisson random variable independent from (ξi)
∞
i=1, and if we define

Xj =

X∑

i=1

1[ξi = ωj], j ∈ N,

then X1, . . . ,Xj , . . . are independent, Xj ∼ POI(λ · pj) and we have
∑∞

j=1Xj = X. We call Xj

the number of particles with color ωj.
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Proof. We only prove the statement if |Ω| = 2, i.e., when we only have two colors. The statement
with more than two colors follows by induction. If |Ω| = 2 then denote by p1 = p, p2 = 1 − p.
We again use the method of generating functions. Recall that if Y has binomial distribution
with parameters n and p, then E

[
zY
]
= ((1− p) + pz)n. Using this we get

E

[
zX1
1 · zX2

2

]
= E

[
z
∑X

i=1 1[ξi=ω1]
1 · z

∑X
i=1 1−1[ξi=ω1]

2

]
= E

[(
z1
z2

)∑X
i=1 1[ξi=ω1]

· zX2

]

= E

[
E

[(
z1
z2

)∑X
i=1 1[ξi=ω1]

· zX2 | X
]]

= E

[(
(1− p) + p

z1
z2

)X

· zX2

]

= E

[
((1− p)z2 + pz1)

X
]
= eλ((1−p)z2+pz1−1) = epλ(z1−1)e(1−p)λ(z2−1).

The right-hand side coincides with the joint generating function of two independent Poisson
random variables with parameters pλ and (1− p)λ, respectively.

5.2 Poisson point processes

Let (W,W) denote a measurable space, i.e., W is a set and W is a sigma-algebra on W . We
denote an element of W by w ∈W .

Definition 5.3. An infinite point measure on W is a measure of the form µ =
∑∞

i=1 δwi, where
δwi denotes the Dirac measure concentrated on wi ∈W , that is for all A ⊆W we have

µ(A) =
∞∑

i=1

1[wi ∈ A].

We denote by Ω(W ) the set of infinite point measures on W . A Poisson point process on W
is a random point measure on W , i.e., a random element of Ω(W ). A random element µ of
Ω(W ) corresponds to a probability measure on Ω(W ) (which is called the law of µ), thus we
first need to define a sigma-algebra on Ω(W ). We definitely want to talk about the random
variables defined on the space Ω(W ) of form µ(A) for any A ∈ W, so we define A(W ) to be the
sigma-algebra on Ω(W ) generated by such random variables.

Definition 5.4. Given a sigma-finite measure λ on (W,W), we say that the random point
measure µ is a Poisson point process (PPP) on W with intensity measure λ if

(a) for all B ∈ W we have µ(B) ∼ POI(λ(B)) and

(b) if B1, . . . , Bn are disjoint subsets of W , then the random variables µ(B1), . . . , µ(Bn) are
independent.

Definition 5.4 uniquely describes the joint distribution of the random variables µ(B1), . . . , µ(Bn)
for any (not necessarily disjoint) finite collection of subsets B1, . . . , Bn of W , thus Claim 3.3
guarantees the uniqueness of a probability measure on the measurable space

(Ω(W ),A(W ))

satisfying Definition 5.4 for any given intensity measure λ. We only need to prove the existence
of such probability measure.

Now we provide the construction of the PPP µ satisfying Definition 5.4 given the intensity
measure λ.

Let A1, A2, . . . ∈ W such that
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(a) ∪∞i=1Ai = W ,

(b) Ai ∩Aj = ∅ if i 6= j,

(c) 0 < λ(Ai) < +∞ for all i ∈ N.

Such a partitioning of W exists because λ is a sigma-finite measure on (W,W). For any i ∈ N

define the probability measure λ̃i on (W,W) by letting

λ̃i(A) =
λ(A ∩Ai)

λ(Ai)
, A ∈ W.

Note that λ̃i is supported on Ai. Let us now generate a doubly infinite sequence (wi,j)
∞
i,j=1 of

W -valued independent random variables, where wi,j has distribution λ̃i. Independently from
(wi,j)

∞
i,j=1 we also generate an infinite sequence (Xi)

∞
i=1 of N-valued independent random vari-

ables with distribution Xi ∼ POI(λ(Ai)). Given this random input we define

µ =
∞∑

i=1

Xi∑

j=1

δwi,j . (5.2.1)

Exercise 5.5. Check that the random point measure µ that we have just constructed satisfies
Definition 5.4. Hint: use Lemmas 5.1 and 5.2.

The following exercise allows us to perform basic operations with Poisson point processes.

Exercise 5.6 (Restriction and mapping of a PPP). Let µ =
∑∞

i=1 δwi denote a PPP on the
space (W,W) with intensity measure λ.

(a) Given some A ∈ W, denote by 1Aλ the measure on (W,W) defined by

(1Aλ)(B) := λ(A ∩B)

for any B ∈ W. Similarly, denote by 1Aµ the point measure on (W,W) defined by

(1Aµ)(B) := µ(A ∩B) =

∞∑

i=1

1[wi ∈ A ∩B],

or equivalently by the formula 1Aµ =
∑∞

i=1 δwi1{wi∈A}. Use Definition 5.4 to prove that
1Aµ is a PPP with intensity measure 1Aλ.

(b) Let A1, A2, . . . ∈ W such that Ai ∩Aj = ∅ if i 6= j. Show that the Poisson point processes
1A1µ,1A2µ, . . . are independent, i.e., they are independent (Ω(W ),A(W ))-valued random
variables.

(c) If (W
′
,W ′

) is another measurable space and ϕ : W →W
′
is a measurable mapping, denote

by ϕ ◦ λ the measure on (W
′
,W ′

) defined by

(ϕ ◦ λ)(B′) := λ(ϕ−1(B′))

for any B′ ∈ W ′
. Similarly, denote by ϕ ◦ µ the point measure on (W

′
,W ′

) defined by

(ϕ ◦ µ)(B′) := µ(ϕ−1(B′)) =

∞∑

i=1

1[wi ∈ ϕ−1(B′)],

or equivalently by the formula ϕ ◦ µ =
∑∞

i=1 δϕ(wi). Use Definition 5.4 to prove that ϕ ◦ µ
is a PPP with intensity measure ϕ ◦ λ.
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The following two exercises are not needed for the construction of random interlacements, but
they prove useful to us in Section 11.2.2.

Exercise 5.7 (Merging of PPPs). Use Lemma 5.1 and Definition 5.4 to show that if µ and µ′

are independent Poisson point processes on the space (W,W) with respective intensity measures
λ and λ′, then µ+ µ′ is a PPP on (W,W) with intensity measure λ+ λ′.

Exercise 5.8 (Thinning of a PPP). Let µ be a PPP on the space (W,W) with intensity measure
λ. Let λ′ be another nonnegative measure on (W,W) satisfying

λ′ ≤ λ

(i.e., for all A ∈ W, we have λ′(A) ≤ λ(A)). Now if λ′ ≤ λ, then λ′ is absolutely continuous with
respect to λ, so we can λ-almost surely define the Radon-Nikodym derivative dλ′

dλ : W → [0, 1] of
λ′ with respect to λ.
Given a realization µ =

∑∞
i=1 δwi , let us define the independent Bernoulli random variables

(αi)
∞
i=1 in the following way. Let

P[αi = 1] = 1− P[αi = 0] =
dλ′

dλ
(wi).

Use the construction (5.2.1) to show that

µ′ =

∞∑

i=1

αiδwi

is a PPP on (W,W) with intensity measure λ′.

5.3 Notes

For a comprehensive treatise of Poisson point processes on abstract measurable spaces, see
[Res87] and [K93].



Chapter 6

Random interlacements point

process

In this chapter we give the definition of random interlacements at level u as the range of a
countable collection of doubly-infinite trajectories in Z

d. This collection will arise from a certain
Poisson point process (the random interlacements point process).
We will first construct the intensity measure of this Poisson point process in Section 6.1.
In Section 6.2 we define the canonical probability space of the random interlacements point
process as well as some additional point measures on it. In Section 6.3 we prove inequality
(3.3.2).

6.1 A sigma-finite measure on doubly infinite trajectories

The aim of this section is to define the measurable space (W ∗,W∗) of doubly infinite trajec-
tories modulo time shifts (see Definition 6.1), and define on it a sigma-finite measure ν (see
Theorem 6.2). The random interlacement point process is going to be the Poisson point process
on the product space W ∗ × R+ with intensity measure ν ⊗ λ, where λ denotes the Lebesgue
measure on R+, see (6.2.2).

6.1.1 Spaces

We begin with some definitions. Let

W = {w : Z→ Z
d : |w(n)− w(n + 1)|1 = 1 for all n ∈ Z, and |w(n)| → ∞ as n→ ±∞}

be the space of doubly infinite nearest neighbor trajectories which visit every finite subset of
Z
d only finitely many times, and

W+ = {w : N→ Z
d : |w(n)− w(n+ 1)|1 = 1 for all n ∈ N, and |w(n)| → ∞ as n→∞}

the space of forward trajectories which spend finite time in finite subsets of Zd.
As in Section 2.2, we denote by Xn, n ∈ Z, the canonical coordinates on W and W+, i.e.,
Xn(w) = w(n). By W we denote the sigma-algebra on W generated by (Xn)n∈Z, and by W+

the sigma-algebra on W+ generated by (Xn)n∈N.
We define the shift operators θk : W →W , k ∈ Z and θk : W+ →W+, k ∈ N by

θk(w)(n) = w(n+ k). (6.1.1)

Next, we define the space (W ∗,W∗) which will play an important role in the construction of the
random interlacements point process.

35
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Definition 6.1. Let ∼ be the equivalence relation on W defined by

w ∼ w′ ⇐⇒ ∃ k ∈ Z : w′ = θk(w),

i.e., w and w′ are equivalent if w′ can be obtained from w by a time shift. The quotient space
W/ ∼ is denoted by W ∗. We write

π∗ : W →W ∗

for the canonical projection which assigns to a trajectory w ∈W its ∼-equivalence class π∗(w) ∈
W ∗. The natural sigma-algebra W∗ on W ∗ is defined by

A ∈ W∗ ⇐⇒ (π∗)−1(A) ∈ W.

Let us finish this section by defining some useful subsets of W and W∗. For any K ⊂⊂ Z
d, we

define
WK = {w ∈W : Xn(w) ∈ K for some n ∈ Z} ∈ W

to be the set of trajectories that hit K, and let W ∗
K = π∗(WK) ∈ W∗. It will also prove helpful

to partition WK according to the first entrance time of trajectories in K. For this purpose we
define (similarly to the definition of the first entrance time (2.2.2) for trajectories in W+) for
w ∈W and K ⊂⊂ Z

d,

HK(w) := inf{n ∈ Z : w(n) ∈ K}, ‘first entrance time’,

and
W n

K = {w ∈W : HK(w) = n} ∈ W.

The sets (W n
K)n∈Z are disjoint and WK = ∪n∈ZW n

K . Also note that W ∗
K = π∗(W n

K), for each
n ∈ Z.

6.1.2 Construction of the intensity measure underlying random interlace-

ments

In this subsection we construct the sigma-finite measure ν on (W ∗,W∗). This is done by first
describing a family of finite measures QK , K ⊂⊂ Z

d, on (W,W) in (6.1.2), and then defining ν
using the pushforwards of the measures QK by π∗ in Theorem 6.2. The main step is to show that
the pushforwards of the measures QK by π∗ form a consistent family of measures on (W ∗,W∗),
see (6.1.5).

Recall from Section 2.2 that Px and Ex denote the law and expectation, respectively, of simple
random walk starting in x. By Theorem 2.7 we know that for d ≥ 3 the random walk is transient,
i.e., we have Px[W+] = 1. From now on we think about Px as a probability measure on W+.
Using the notions of the first hitting time H̃K (2.2.3) and the equilibrium measure eK(·) (2.3.1)
of K ⊂⊂ Z

d, we define the measure QK on (W,W) by the formula

QK [(X−n)n≥0 ∈ A, X0 = x, (Xn)n≥0 ∈ B] = Px[A | H̃K =∞] · eK(x) · Px[B]
(

(2.3.1)
= Px[A, H̃K =∞] · Px[B]

)
(6.1.2)

for any A,B ∈ W+ and x ∈ Z
d.

Note that we have only defined the measure of sets of form

A× {X0 = x} ×B ∈ W
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(describing an event in terms of the behavior of the backward trajectory (X−n)n≥0, the value
at time zero X0 and the forward trajectory (Xn)n≥0), but the sigma-algebra W is generated by
events of this form, so QK can be uniquely extended to all W-measurable subsets of W . For
any K ⊂⊂ Z

d,

QK [W ] = QK [WK ] = QK [W 0
K ] =

∑

x∈K

QK [X0 = x]
(6.1.2)
=

∑

x∈K

eK(x)
(2.3.2)
= cap(K). (6.1.3)

In particular, the measure QK is finite, and 1
cap(K)QK is a probability measure on (W,W)

supported on W 0
K , which can be defined in words as follows:

(a) X0 is distributed according to the normalized equlibrium measure ẽK on K, see (2.3.3),

(b) conditioned on the value of X0, the forward and backward paths (Xn)n≥0 and (X−n)n≥0

are conditionally independent,

(c) conditioned on the value of X0, the forward path (Xn)n≥0 is a simple random walk starting
at X0,

(d) conditioned on the value of X0, the backward path (X−n)n≥0 is a simple random walk
starting at X0, conditioned on never returning to K after the first step.

We now define a sigma-finite measure ν on the measurable space (W ∗,W∗).

Theorem 6.2 ([S10], Theorem 1.1). There exists a unique sigma-finite measure ν on (W ∗,W∗)
which satisfies for all K ⊂⊂ Z

d the identity

∀A ∈ W∗, A ⊆W ∗
K : ν(A) = QK [(π∗)−1(A)]. (6.1.4)

Remark 6.3. With the notation of Exercise 5.6, the identity (6.1.4) can be briefly re-stated as

∀ K ⊂⊂ Z
d : 1W ∗

K
ν = π∗ ◦QK ,

i.e., the restriction of ν to W ∗
K is the pushforward of QK by π∗.

For a discussion of the reasons why it is advantageous to factor out time-shifts and work with a
measure on W ∗ rather than W , see Section 6.4.

Proof. We first prove the uniqueness of ν. If K1 ⊂ K2 ⊂ . . . is a sequence of finite subsets of
Z
d such that ∪∞n=1Kn = Z

d, then W ∗ = ∪∞n=1W
∗
Kn

and by the monotone convergence theorem,

∀A ∈ W∗ : ν(A) = lim
n→∞

ν(A ∩W ∗
Kn

) = lim
n→∞

QKn [(π
∗)−1(A ∩W ∗

Kn
)],

thus ν(A) is uniquely determined by (6.1.4) for any A ∈ W∗.
To prove the existence of ν satisfying (6.1.4) we only need to check that the definition of ν(A)
in (6.1.4) is not ambiguous, i.e., if K ⊆ K ′ ⊂⊂ Z

d and A ∈ W∗, A ⊆W ∗
K ⊆W ∗

K ′, then

QK ′[(π∗)−1(A)] = QK [(π∗)−1(A)]. (6.1.5)

As soon as we prove (6.1.5), we can explicitly construct ν using the measures of form QK in the
following way:
If ∅ = K0 ⊆ K1 ⊂ K2 ⊂ . . . is a sequence of finite subsets of Zd such that ∪∞n=1Kn = Z

d, then
for any A ∈ W∗, we must have ν(A) =

∑∞
n=1 ν(A ∩ (W ∗

Kn
\W ∗

Kn−1
)), thus we can define

ν(A) =
∞∑

n=1

QKn

[
(π∗)−1(A ∩ (W ∗

Kn
\W ∗

Kn−1
))
]
. (6.1.6)
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Exercise 6.4. Use (6.1.5) to show that the measure ν defined by (6.1.6) indeed satisfies (6.1.4).

Also note that ν is sigma-finite, since

QKn

[
(π∗)−1((W ∗

Kn
\W ∗

Kn−1
))
]
= cap(Kn)− cap(Kn−1) < +∞.

The rest of this proof consists of the validation of the formula (6.1.5). Recall that QK is
supported on W 0

K and QK ′ is supported on W 0
K ′, and note that the random shift θHK

: WK ∩
W 0

K ′ →W 0
K is a bijection map, see Figure 6.1. It suffices to prove that for all B ∈ W such that

B ⊆WK ,

QK ′

[
{w ∈WK ∩W 0

K ′ : θHK
(w) ∈ B}

]
= QK

[
{w ∈W 0

K : w ∈ B}
]
. (6.1.7)

Indeed, for any A ∈ W∗ such that A ⊆W ∗
K , let B = (π∗)−1(A). Then B ∈ W, B ⊆WK , and

QK

[
{w ∈W 0

K : w ∈ (π∗)−1(A)}
]
= QK

[
{w ∈W 0

K : w ∈ B}
]

(6.1.7)
= QK ′

[
{w ∈WK ∩W 0

K ′ : θHK
(w) ∈ B}

]
= QK ′

[
{w ∈WK ∩W 0

K ′ : θHK
(w) ∈ (π∗)−1(A)}

]

= QK ′

[
{w′ ∈W 0

K ′ : w′ ∈ (π∗)−1(A)}
]
,

which is precisely (6.1.5). By Claim 3.3 in order to prove the identity (6.1.7) for all B ∈ W, we
only need to check it for cylinder sets B, i.e., we can assume that

B = {w : Xm(w) ∈ Am, m ∈ Z}

for some Am ⊂ Z
d, m ∈ Z, where only finitely many of the sets Am,m ∈ Z are not equal to Z

d.

Recall the notion of the time of last visit LK from (2.2.5). First we rewrite the right-hand side
of (6.1.7):

QK

[
{w ∈W 0

K : w ∈ B}
]
= QK [Xm ∈ Am, m ∈ Z]

(6.1.2)
=

∑

y∈K

Py[H̃K =∞, Xm ∈ A−m, m ≥ 0] · Py[Xn ∈ An, n ≥ 0]

=
∑

x∈K ′

∑

y∈K

Py[H̃K =∞,XLK′ = x, Xm ∈ A−m, m ≥ 0] · Py[Xn ∈ An, n ≥ 0]. (6.1.8)

Before we rewrite the left-hand side of (6.1.7), we introduce some notation.

Given x ∈ K ′ and y ∈ K we denote by Σx,y the countable set of finite paths

Σx,y =
{
σ : {0, . . . , Nσ} → Z

d : σ(0) = x, σ(Nσ) = y, σ(n) /∈ K, 0 ≤ n < Nσ

}
. (6.1.9)

Given a σ ∈ Σx,y, let

W σ :=
{
w ∈WK ∩W 0

K ′ : (X0(w), . . . ,XNσ(w)) = (σ(0), . . . , σ(Nσ))
}
.

Note that if w ∈W σ, then HK(w) = Nσ.

Now we rewrite the left-hand side of (6.1.7), see Figure 6.1. In the equation marked by (∗)
below we use the fact that QK ′ is supported on W 0

K ′. In the equation marked by (∗∗) below we
use the Markov property and (6.1.2).
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QK ′

[
{w ∈WK ∩W 0

K ′ : θHK
(w) ∈ B}

] (∗)
=
∑

x∈K ′

∑

y∈K

∑

σ∈Σx,y

QK ′ [{w ∈W σ : θNσ(w) ∈ B}]

=
∑

x∈K ′

∑

y∈K

∑

σ∈Σx,y

QK ′ [{w ∈W σ : Xi(w) ∈ Ai−Nσ , i ∈ Z}]

(∗∗)
=

∑

x∈K ′

∑

y∈K

∑

σ∈Σx,y

Px[Xj ∈ A−j−Nσ , j ≥ 0, H̃K ′ =∞]·

Px[Xn = σ(n) ∈ An−Nσ , 0 ≤ n ≤ Nσ] · Py[Xn ∈ An, n ≥ 0]. (6.1.10)

x x yy

σ
σ

K
K

K ′K ′

QKQK ′

Figure 6.1: An illustration of the consistency result (6.1.7). The picture on the left is what
the measure QK ′ sees, the picture on the right is what the measure QK sees. On both pictures
the white circle represents X0 and the arrows represent the directions of the “forward” and
“backward” trajectories. The difference between the two pictures is that the path σ (defined in
(6.1.9)) gets time-reversed.

We claim that for any x ∈ K ′ and y ∈ K,

∑

σ∈Σx,y

Px[Xj ∈ A−j−Nσ , j ≥ 0, H̃K ′ =∞] · Px[Xn = σ(n) ∈ An−Nσ , 0 ≤ n ≤ Nσ]

= Py[H̃K =∞,XLK′ = x, Xm ∈ A−m, m ≥ 0]. (6.1.11)

Once (6.1.11) is established, the right-hand sides of (6.1.8) and (6.1.10) coincide, and (6.1.7)
follows.
The proof of (6.1.11) is based on the time-reversibility of simple random walk on Z

d with respect
to the counting measure on Z

d:

Px[Xn = σ(n) ∈ An−Nσ , 0 ≤ n ≤ Nσ] = (2d)−Nσ · 1[σ(n) ∈ An−Nσ , 0 ≤ n ≤ Nσ]

= Py[Xm = σ(Nσ −m) ∈ A−m, 0 ≤ m ≤ Nσ]. (6.1.12)



40 CHAPTER 6. RANDOM INTERLACEMENTS POINT PROCESS

We write (using the Markov property in equation (∗) below)
∑

σ∈Σx,y

Px[Xj ∈ A−j−Nσ , j ≥ 0, H̃K ′ =∞] · Px[Xn = σ(n) ∈ An−Nσ , 0 ≤ n ≤ Nσ]

(6.1.12)
=

∑

σ∈Σx,y

Px[Xj ∈ A−j−Nσ , j ≥ 0, H̃K ′ =∞] · Py[Xm = σ(Nσ −m) ∈ A−m, 0 ≤ m ≤ Nσ]

(∗)
=

∑

σ∈Σx,y

Py[Xm = σ(Nσ −m) ∈ A−m, 0 ≤ m ≤ Nσ, Xm ∈ A−m,m ≥ Nσ, H̃K ′ ◦ θNσ =∞]

(6.1.9)
= Py[H̃K =∞, XLK′ = x, Xm ∈ A−m, m ≥ 0].

This completes the proof of (6.1.11) and of Theorem 6.2.

Let us derive some identities that arise as a by-product of the proof of Theorem 6.2. Recall the
notation Pm =

∑
x∈K m(x)Px from (2.2.1).

Proposition 6.5 (Sweeping identity). Let K ⊆ K ′ ⊂⊂ Z
d.

∀ y ∈ K : eK(y) = PeK′ [HK <∞, XHK
= y] . (6.1.13)

Proof of Proposition 6.5. Take y ∈ K. We apply (6.1.7) to the event B = {X0 = y}. By (6.1.2),
the right hand side of (6.1.7) equals eK(y), and the left hand side

∑

x∈K ′

eK ′(x) · Px [HK <∞, XHK
= y]

(2.2.1)
= PeK′ [HK <∞, XHK

= y] .

Thus, (6.1.13) follows.

Corollary 6.6. By summing over y in (6.1.13) and using (2.3.2), we immediately get that for
any K ⊆ K ′ ⊂⊂ Z

d,

PẽK′ [HK <∞] =
cap(K)

cap(K ′)
. (6.1.14)

6.2 Random interlacements point process

The main goal of this section is to define (a) the random interlacements point process (see (6.2.2))
as the Poisson point process on the space W ∗×R+ of labeled doubly-infinite trajectories modulo
time-shift, (b) the canonical measurable space (Ω,A) for this point process (see (6.2.1)), and
(c) random interlacements at level u as a random variable on Ω taking values in subsets of Zd

(see Definition 6.7). Apart from that, we will define various point measures on Ω, which will be
useful in studying properties of random interlacements in later chapters.

6.2.1 Canonical space and random interlacements

Recall from Definition 6.1 the space W ∗ of doubly infinite trajectories in Z
d modulo time-shift,

and consider the product space W ∗×R+. For each pair (w∗, u) ∈W ∗×R+, we say that u is the
label of w∗, and we call W ∗×R+ the space of labeled trajectories. We endow this product space
with the product sigma-algebra W∗ ⊗B(R+), and define on this measurable space the measure
ν⊗λ, where ν is the measure constructed in Theorem 6.2, and λ is the Lebesgue measure on R.
A useful observation is that for any K ⊂⊂ Z

d and u ≥ 0,

(ν ⊗ λ) (W ∗
K × [0, u]) = ν(W ∗

K) · λ([0, u]) = cap(K) · u <∞.
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Thus, the measure ν⊗λ is a sigma-finite measure on (W ∗×R+,W∗⊗B(R+)), and can be viewed
as an intensity measure for a Poisson point process on W ∗ × R+, see Definition 5.4. It will be
handy to consider this Poisson point process on the canonical probability space (Ω,A,P), where

Ω :=
{
ω :=

∑

n≥0

δ(w∗
n,un), where (w∗

n, un) ∈W ∗ × R+, n ≥ 0

and ω(W ∗
K × [0, u]) <∞ for any K ⊂⊂ Z

d, u ≥ 0
}

(6.2.1)

is the space of locally finite point measures on W ∗ × R+, the sigma-algebra A is generated by
the evaluation maps

ω 7→ ω(D) =
∑

n≥0

1[(w∗
n, un) ∈ D], D ∈ W∗ ⊗ B(R+),

and P is the probability measure on (Ω,A) such that

ω =
∑

n≥0

δ(w∗
n,un) is the PPP with intensity measure ν ⊗ λ on W ∗ × R+ under P. (6.2.2)

The random element of (Ω,A,P) is called the random interlacements point process. By construc-
tion, it is the Poisson point process on W ∗×R+ with intensity measure ν ⊗ λ. The expectation
operator corresponding to P is denoted by E, and the covariance by CovP.

We are now ready to define the central objects of these lecture notes:

Definition 6.7. Random interlacements at level u, denoted by Iu , is the random subset of Zd

such that
Iu(ω) :=

⋃

un≤u

range(w∗
n), for ω =

∑

n≥0

δ(w∗
n,un) ∈ Ω, (6.2.3)

where
range(w∗) = {Xn(w) : w ∈ (π∗)−1(w∗), n ∈ Z} ⊆ Z

d

is the set of all vertices of Zd visited by w∗.
The vacant set of random interlacements at level u is defined as

Vu(ω) := Z
d\Iu(ω). (6.2.4)

An immediate consequence of Definition 6.7 is that

P[Iu ⊆ Iu′

] = P[Vu′ ⊆ Vu] = 1, ∀u < u′. (6.2.5)

Remark 6.8. It follows from (6.1.3), (6.2.2) and Definition 6.7 (see also Definition 5.4) that for
any K ⊂⊂ Z

d and u ≥ 0, the random variable ω(W ∗
K × [0, u]) (i.e., the number of interlacement

trajectories at level u that hit the set K) has Poisson distribution with parameter

ν(W ∗
K) · λ([0, u]) = cap(K) · u.

In particular,
P[Iu ∩K = ∅] = P[ω(W ∗

K × [0, u]) = 0] = e−cap(K)·u.

This proves for any u > 0 the existence of the probability measure Pu on ({0, 1}Zd
,F) satisfying

the equations (3.1.2). In particular, Pu is indeed the law of random interlacements at level u.
Recalling the notation of Exercise 4.17, it is also worth noting that

MN
d−→ ω(W ∗

K × [0, u]), N →∞,
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which indicates that Definition 6.7 was already “hidden” in the proof of Theorem 4.1.
Definition 6.7 allows one to gain a deeper understanding of random interlacements at level u.
In particular, as soon as one views Iu as the trace of a cloud of doubly infinite trajectories,
interesting questions arise about how these trajectories are actually “interlaced”. For a further
discussion of the connectivity properties of Iu, see Section 6.4.

6.2.2 Finite point measures on W+ and random interlacements in finite sets

In this subsection we give definitions of finite random point measures µK,u on W+ (in fact,
Poisson point processes on W+), which will be useful in the study of properties of Iu. For
instance, for any K ⊂⊂ Z

d, the set Iu ∩K is the restriction to K of the range of trajectories
from the support of µK,u. Since these measures are finite, they have a particularly simple
representation, see Exercise 6.9.

Consider the subspace of locally finite point measures on W+ × R+,

M :=
{
µ =

∑

i∈I

δ(wi,ui) : I ⊂ N, (wi, ui) ∈W+ × R+ ∀i ∈ I, and µ(W+ × [0, u]) <∞ ∀u ≥ 0
}
.

Recall the definition of W 0
K := {w ∈W : HK(w) = 0} and define

sK : W ∗
K ∋ w∗ 7→ w0 ∈W 0

K ,

where sK(w∗) = w0 is the unique element of W 0
K with π∗(w0) = w∗.

If w = (w(n))n∈Z ∈W we define w+ ∈W+ to be the part of w which is indexed by nonnegative
coordinates, i.e.,

w+ = (w(n))n∈N .

For K ⊂⊂ Z
d define the map µK : Ω→M characterized via

∫
f d(µK(ω)) =

∫

W ∗
K×R+

f(sK(w∗)+, u)ω(dw
∗,du),

for ω ∈ Ω and f : W+×R+ → R+ measurable. Alternatively, we can define µK in the following
way: if ω =

∑
n≥0 δ(w∗

n,un) ∈ Ω, then

µK(ω) =
∑

n≥0

δ(sK(w∗
n)+,un)1[w

∗
n ∈W ∗

K ].

In words: in µK(ω) we collect the trajectories from ω which hit the set K, keep their labels, and
only keep the part of each trajectory which comes after hitting K, and we index the trajectories
in a way such that the hitting of K occurs at time 0.

In addition, for u > 0, define on Ω the functions

µK,u(ω)(dw) := µK(ω)(dw × [0, u]), ω ∈ Ω,

taking values in the set of finite point measures on W+. Alternatively, we can define µK,u in
the following way: if ω =

∑
n≥0 δ(w∗

n,un) ∈ Ω, then

µK,u(ω) =
∑

n≥0

δsK(w∗
n)+

1[w∗
n ∈W ∗

K , un ≤ u]. (6.2.6)

In words: in µK,u(ω) we collect the trajectories from µK(ω) with labels less than u, and we
forget about the values of the labels.
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It follows from the definitions of QK and µK,u and Exercise 5.6 that

µK,u is a PPP on W+ with intensity measure u · cap(K) · PẽK , (6.2.7)

where ẽK is defined in (2.3.3), and PẽK in (2.2.1). Moreover, it follows from Exercise 5.6(b) that
for any u′ > u,

(µK,u′ − µK,u) is a PPP on W+ with intensity measure (u′ − u) · cap(K) · PẽK ,
which is independent from µK,u,

(6.2.8)

since the sets W ∗
K × [0, u] and W ∗

K × (u, u′] are disjoint subsets of W ∗ × R+.

Using Definition 6.7 and (6.2.6), we can define the restriction of random interlacements at level
u to any K ⊂⊂ Z

d as

Iu ∩K = K ∩
( ⋃

w∈Supp(µK,u)

range(w)
)
. (6.2.9)

The following exercise provides a useful alternative way to generate a Poisson point process on
W+ with the same distribution as µK,u.

Exercise 6.9. Let NK be a Poisson random variable with parameter u · cap(K), and (wj)j≥1

i.i.d. random walks with distribution PẽK and independent from NK . Show that the point measure

µ̃K,u =

NK∑

j=1

δwj

is a Poisson point process on W+ with intensity measure u · cap(K) · PẽK . In particular, µ̃K,u

has the same distribution as µK,u, and ĨuK = ∪NK
j=1(range(w

j) ∩K) has the same distribution as
Iu ∩K.

6.3 Covering of a box by random interlacements

In this section we apply the representation of random interlacements in finite sets obtained
in Exercise 6.9 to estimate from below the probability that random interlacements at level u
completely covers a box.

Claim 6.10. Let d ≥ 3 and u > 0. There exists R0 = R0(d, u) <∞ such that for all R ≥ R0,

P[B(R) ⊆ Iu] ≥ 1

2
exp

(
− ln(R)2Rd−2

)
. (6.3.1)

Remark 6.11. Claim 6.10 was used in the proof of Claim 3.15, where we showed that the law
of Iu is not stochastically dominated by the law of Bernoulli percolation with parameter p, for
any p ∈ (0, 1).
For further discussion on topics related to (6.3.1), i.e., cover levels of random interlacements
and large deviations bounds for occupation time profiles of random interlacements, see Section
6.4.

Proof of Claim 6.10. Fix u > 0 and R ∈ N, and write K = B(R). Using the notation of
Exercise 6.9, and denoting the probability underlying the random objects introduced in that
exercise by P, we have

P[B(R) ⊆ Iu] =
∞∑

n=0

P[B(R) ⊆ ĨuK |NK = n] · P[NK = n]. (6.3.2)
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Moreover, we can bound

P[B(R) ⊆ ĨuK |NK = n] = 1− P[∪x∈B(R){x /∈ ĨuK} |NK = n] ≥

1−
∑

x∈B(R)

P[∩nj=1{Hx(w
j) =∞}] (6.1.14)= 1− |B(R)|

(
1− cap(0)

cap(B(R))

)n

. (6.3.3)

Exercise 6.12. (a) Deduce from (6.3.3) that there exist positive constants C0, R0 such that
for all radii R ≥ R0,

∀n ≥ n0(R) := ⌈C0 ln(R)Rd−2⌉ : P[B(R) ⊆ ĨuK |NK = n] ≥ 1

2
. (6.3.4)

(b) Use Stirling’s approximation to prove that there exists R0 = R0(u) <∞ such that

∀R ≥ R0 : P[NK = n0(R)] ≥ exp
(
− ln(R)2Rd−2

)
. (6.3.5)

Putting together (6.3.2), (6.3.4) and (6.3.5) we obtain the desired (6.3.1).

6.4 Notes

The random interlacements point process on Z
d was introduced by Sznitman in [S10].

In Theorem 6.2 we constructed a measure ν on W ∗ which satisfies 1W ∗
K
ν = π∗ ◦ QK for all

K ⊂⊂ Z
d, see Remark 6.3. Note that if K = (Kn)

∞
n=0 is a sequence ∅ = K0 ⊆ K1 ⊂ K2 ⊂ . . .

of finite subsets of Zd such that ∪∞n=1Kn = Z
d and if we define the measure QK on W by

QK =
∞∑

n=1

(1− 1[WKn−1 ])QKn ,

then we have ν = π∗ ◦ QK, see (6.1.6). One might wonder why it is necessary to define a
measure on the space W ∗ rather than the simpler space W . First, the choice of K above is
rather arbitrary and factoring out time shift equivalence of QK gives rise to the same ν for any
choice of K. Also, the measure ν is invariant with respect to spatial shifts of W ∗ (see [S10,
(1.28)]), but there is no sigma-finite measure Q on W which is invariant with respect to spatial
shifts of W and satisfies ν = π∗ ◦Q, see [S10, Remark 1.2 (1)].

Sznitman’s construction of random interlacements allows for various generalizations and varia-
tions. For example, instead of Zd one could take an arbitrary graph on which simple random
walk is transient, or even replace the law of simple random walk Px in the definition of QK (see
(6.1.2)) by the law of another transient reversible Markov chain, e.g., the lazy random walk.
Such a generalization is obtained in [T09b].

Another modification that one could make, is to replace the discrete time Markov chain by a con-
tinuous time process. Such modification allows to compare the occupation times for continuous
time random interlacements and the square of the Gaussian free field, see e.g., [S12b, S12c].

One could also build the interlacements using continuous time processes in continuous space
such as Brownian interlacements, see [S13], or random interlacements of Lévy processes, see
[R13].

It is immediate from Definition 6.7 that if we view Iu as a subgraph of Zd with edges drawn
between any pair of vertices x, y ∈ Iu with |x−y|1 = 1, then this random subgraph consists only
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of infinite connected components. In fact, using the classical Burton-Keane argument, it was
shown in [S10, Corollary 2.3] that for any u > 0, the graph Iu is almost surely connected. Later,
different proofs of this result were found in [RS12, PT11], where a more detailed description of
the connectivity of the cloud of doubly infinite trajectories contributing to the definition of Iu
(as in (6.2.3)) was obtained. The main result of [RS12, PT11] states that for any d ≥ 3 and
u > 0, almost surely, any pair of vertices in Iu are connected via at most ⌈d/2⌉ trajectories of
the random interlacements point process of trajectories with labels at most u, but almost surely
there are pairs of vertices in Iu which can only be connected via at least ⌈d/2⌉ such trajectories.

The inequality (6.3.1) gives a lower bound on the probability of the unlikely event that Iu covers
B(R). For more examples of large deviation results on random interlacements which involve an
exponential cost of order Rd−2, see [LSz13a].

The inequality (6.3.4) gives a bound on the number of interlacement trajectories needed to
cover a big ball. For more precise results on how to tune the level u of random interlacements
to achieve B(R) ⊆ Iu, see [B12].
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Chapter 7

Percolation of the vacant set

In this chapter we discuss basic geometric properties of the vacant set Vu defined in (6.2.4). We
view this set as a subgraph of Zd with edges drawn between any pair of vertices x, y ∈ Vu with
|x− y|1 = 1. We define the notion of a phase transition in u and the threshold u∗ = u∗(d) such
that for u < u∗ the graph Vu contains an infinite connected component P-almost surely, and
for u > u∗ all its connected components are P-almost surely finite. Finally, using elementary
considerations we prove that u∗ > 0 if the dimension d is large enough, see Theorem 7.2. Later
on in Chapter 10 we prove that u∗ ∈ (0,∞) for any d ≥ 3, see Theorem 10.1. Unlike the
proof of Theorem 7.2, the proof of Theorem 10.1 is quite involved and heavily relies on the so-
called decoupling inequalities, see Theorem 9.5. Proving these inequalities is the ultimate goal
of Chapters 8, 9, and 11.

7.1 Percolation of the vacant set, zero-one law

The first basic question we want to ask is whether the random graph Vu contains an infinite
connected component. If it does, then we say that percolation occurs. For u > 0, we consider
the event

Perc(u) = {ω ∈ Ω : Vu(ω) contains an infinite connected component} (∈ A).

The following properties are immediate.

• For any u > 0,
P[Perc(u)] ∈ {0, 1}, (7.1.1)

which follows from Theorem 3.10 and the fact that the event
{
ξ ∈ {0, 1}Zd

:
the set {x ∈ Z

d : ξx = 0} contains
an infinite connected component

}
(∈ F)

is invariant under all the translations of Zd by tx, x ∈ Z
d.

• For any u < u′, the inclusion Perc(u′) ⊆ Perc(u) follows from (6.2.5).

Using these properties, we can define the percolation threshold

u∗ = sup{u ≥ 0 : P[Perc(u)] = 1} ∈ [0,∞], (7.1.2)

such that

• for any u < u∗, P[Perc(u)] = 1 (supercritical regime),

47
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• and for any u > u∗, P[Perc(u)] = 0 (subcritical regime).

We say that a percolation phase transition occurs at u∗.

In fact, the graph Vu contains an infinite connected component if and only if there is a positive
density of vertices of Vu which are in infinite connected components. This is proved in Propo-
sition 7.1, and it motivates another definition of u∗ in (7.1.3), which is equivalent to (7.1.2).
For u > 0 and x ∈ Z

d, we use the notation

{x Vu

←→∞} := {the connected component of x in Vu has infinite size},

and define the density of the infinite components by

η(u) = P

[
0

Vu

←→∞
]
.

By Lemma 3.8, η(u) = P

[
x

Vu

←→∞
]
, for any x ∈ Z

d, and by (6.2.5), η(u) is non-increasing in

u. The following proposition provides an alternative definition of the threshold u∗.

Proposition 7.1. For any u > 0, η(u) > 0 if and only if P[Perc(u)] = 1. In particular,

u∗ = sup{u ≥ 0 : η(u) > 0}. (7.1.3)

Proof. Once the main statement of Proposition 7.1 is proved, the equality (7.1.3) is immediate
from (7.1.2).

Assume that η(u) > 0. Then
P[Perc(u)] ≥ η(u) > 0.

By (7.1.1), we conclude that P[Perc(u)] = 1.
Assume now that η(u) = 0. Note that

Perc(u) =
⋃

x∈Zd

{
x

Vu

←→∞
}
.

Since the probability of each of the events in the union is η(u) = 0,

P[Perc(u)] ≤
∑

x∈Zd

η(u) = 0.

This finishes the proof of the proposition.

In Chapter 10 we will prove that for any d ≥ 3,

u∗ ∈ (0,∞), (7.1.4)

which amounts to showing that

(a) there exists u > 0 such that with probability 1, Vu contains an infinite connected compo-
nent, and

(b) there exists u <∞ such that with probability 1, all connected components of Vu are finite.

The proof of (7.1.4) relies on the so-called decoupling inequalities, which are stated in Theo-
rem 9.5 and proved in Chapters 8, 9, and 11.

Nevertheless, it is possible to prove that u∗ > 0 if the dimension d is sufficiently large using only
elementary considerations. The rest of this chapter is devoted to proving this fact.
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Theorem 7.2. There exists d0 ∈ N such that for all d ≥ d0 one has

u∗(d) > 0.

The proof will be based on the so-called Peierls argument, which has been developed by Rudolf
Peierls in his work [P36] on the Ising model. This way, the proof will even show that the
probability of the origin being contained in an infinite connected component of not only Vu, but
Vu ∩ Z

2 × {0}d−2 has positive probability for some u > 0.

7.2 Exponential decay and proof of Theorem 7.2

An auxiliary result we will need for the proof of Theorem 7.2 is the following exponential decay
of the probability in the cardinality of a planar set being contained in random interlacements
for high dimensions and small intensities. To be more precise, we let d ≥ 3 and define the plane

F = Z
2 × {0}d−2.

Proposition 7.3. For all d large enough there exists u1(d) > 0 such that for u ∈ [0, u1(d)] we
have

P[Iu ⊇ K] ≤ 14−|K|, for all K ⊂⊂ F. (7.2.1)

We will now proceed with the proof of Theorem 7.2 and postpone the proof of Proposition 7.3
to Section 7.3.

Proof of Theorem 7.2. We will prove that for d large enough and any u ≤ u1, with u1 from
Proposition 7.3, one has

P

[
0

Vu∩F←→ ∞
]
> 0, (7.2.2)

where
{
0

Vu∩F←→ ∞
}

denotes the event that the origin is contained in an infinite connected
component of Vu ∩ F. We say that a set π = (y1, . . . , yk) ⊂ F is a ∗-path in F , if yi, yi+1 are
∗-neighbors (recall this notion from Section 2.1) for all i. If y1 = yk, we call this set a ∗-circuit.
Let C be the connected component of 0 in Vu ∩ F . The crucial observation is that

C is finite if and only if there exists a ∗-circuit in Iu ∩ F around 0. (7.2.3)

While the validity of (7.2.3) seems obvious (see Figure 7.1), it is not trivial to prove such a
statement rigorously; we refer to [K86, Lemma 2.23] for more details.
Combining Proposition 7.3 with (7.2.3) we get that for d large enough,

P[|C| <∞] = P [Iu ∩ F contains a ∗-circuit around 0]

≤
∑

n≥0

P

[
Iu ∩ F contains a ∗-circuit around 0
passing through (n, 0, 0, . . . , 0) ∈ F

]

≤
∑

n≥0

P

[
Iu ∩ F contains a simple ∗-path πn

with (n+ 1) vertices started from (n, 0, 0, . . . , 0) ∈ F

]
(7.2.4)

≤
∑

n≥0

∑

πn admissible

P[Iu ⊇ πn]

≤
∑

n≥0

|{πn admissible}| · 14−(n+1),

where a path πn is admissible if it fulfills the property in the probability on the right-hand side
of (7.2.4). It is easy to see that |{πn : πn admissible}| ≤ 8 · 7n−1, if n ≥ 1, and it is equal to
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Figure 7.1: An illustration of planar duality (7.2.3). The circles represent the vertices of Vu ∩F
that belong to the | · |1-connected finite vacant component C, the crosses represent vertices of
∂extC (see (2.1.1)). Now ∂extC ⊆ Iu ∩ F and ∂extC contains a ∗-circuit.

one if n = 0. Plugging this bound into the above calculation, we get P[|C| < ∞] < 1. This is
equivalent to (7.2.2), thus u ≤ u∗(d) follows by Proposition 7.1. This is true for all u ≤ u1(d),
hence the proof of Theorem 7.2 is complete, given the result of Proposition 7.3.

The rest of this chapter is devoted to proving Proposition 7.3.

7.3 Proof of Proposition 7.3

We begin with a generating function calculation. For w ∈W+, let

ϕ(w) =
∑

n≥0

1{Xn(w)∈F}

denote the number of visits of w to F. Let

q = PZd−2

0 [H̃0 =∞]
(2.3.7),(2.3.1)

=
1

gd−2(0)
, (7.3.1)

where PZ
d−2

0 is the law of a (d− 2)-dimensional simple random walk started from the origin, H̃0

is the first time when this random walk returns to 0, cf. (2.2.3), and gd−2 is the Green function
for this random walk.

Note that it follows from Pólya’s theorem (cf. Theorem 2.7) that q > 0 if and only if d ≥ 5.

Lemma 7.4. If λ > 0 and d ≥ 5 satisfy

χ(λ) = eλ
(
2

d
+

(
1− 2

d

)
(1− q)

)
< 1, (7.3.2)

then

Ex[e
λϕ] = E0[e

λϕ] =
q
(
1− 2

d

)
eλ

1− χ(λ)
<∞, x ∈ F. (7.3.3)
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Proof. We start with defining the consecutive entrance and exit times of the d-dimensional
random walk to the plane F . Recall the definitions of the entrance time HF to F, see (2.2.2),
the exit time TF from F, see (2.2.4), as well as the canonical shift θk from (6.1.1). We define R0

to be the first time the walker visits F , D0 to be the first time after R0 when the walker leaves
F , R1 to be the first time after D0 when the walker visits F , D1 to be the first time after R1

when the walker leaves F , and so on. Formally, let R0 = HF , and

Di =

{
Ri + TF ◦ θRi , if Ri <∞,
∞, otherwise,

, i ≥ 0,

and

Ri =

{
Di−1 +HF ◦ θDi−1 , if Di−1 <∞,
∞, otherwise,

, i ≥ 1.

Let
τ = inf{n : Rn =∞}

and note that for any w ∈W+,

ϕ(w) =

τ(w)−1∑

i=0

TF ◦ θRi(w). (7.3.4)

We begin with a few observations:

Exercise 7.5. Show that with the above definitions we have

(i)

Px[TF = n] =

(
1− 2

d

)(
2

d

)n−1

, n ≥ 1, x ∈ F,

(ii)

Px[τ = n] = q(1− q)n−1, n ≥ 1, x ∈ F.

Hint: Observe that it is sufficient to prove that the random variables TF and τ both have geo-
metric distributions (which are characterized by their memoryless property) with corresponding
parameters 1− 2/d and q. For the latter, deduce that those steps of the d-dimensional SRW that
are orthogonal to the plane F form a (d− 2)-dimensional SRW and the strong Markov property
in order to derive that

q = Px[Ri+1 =∞|Ri <∞], x ∈ F. (7.3.5)

Using (ii) and (7.3.4) as well as the i.i.d. structure of the family of excursions of SRW in F, we
obtain that for any x ∈ F ,

Ex[e
λϕ] =

∑

n≥1

Ex

[
eλ

∑n−1
i=0 TF ◦θRi1{τ=n}

]
=

q ·E0[e
λTF ]

1− (1− q) ·E0[eλTF ]
, if (1− q) · E0[e

λTF ] < 1,

where we can use (i) in order to compute

E0[e
λTF ] =

(
1− 2

d

)
eλ

1− 2
de

λ
, if

2

d
eλ < 1.

The combination of the last two identities gives (7.3.3).
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Remark 7.6. By looking at the moment-generating function (7.3.3) one sees that ϕ itself is
geometrically distributed with parameter q · (1− 2/d) under Px for any x ∈ F .

Using (7.3.5), an alternative way to state the next proposition is that the probability that SRW
started from any x ∈ F will ever return to the plane F after having left it, tends to 0 as d tends
to ∞.

Proposition 7.7.
q = q(d)→ 1, as d→∞.

This result will be crucial in choosing the base in the right-hand side of (7.2.1) large enough,
i.e., in our case equal to 14. The proof of Proposition 7.7 will be provided in Section 7.4, and
we can now proceed to prove Proposition 7.3.

Proof of Proposition 7.3. Recalling (7.3.2), we will show that for any d, λ and λ̃ that satisfy

λ̃ > λ > 0 and χ(λ̃) < 1, (7.3.6)

we can choose u small enough (see (7.3.8)) such that P[Iu ⊇ K] ≤ e−λ|K| holds.

Note that P[Iu ⊇ K] = P[Iu ∩K = K]. Recall (see Exercise 6.9) that

Iu ∩K =
⋃

w∈Supp(µK,u)

range(w) ∩K,

where µK,u =
∑NK

i=1 δYi , with NK Poisson distributed with parameter u ·cap(K), and Yi are inde-
pendent simple random walks (independent from NK) distributed according to PẽK . Therefore,

P[Iu ⊇ K] = P



NK⋃

i=1

⋃

n≥0

Yi(n) ⊇ K


 ≤ P

[
NK∑

i=1

ϕ(Yi) ≥ |K|
]
. (7.3.7)

Then by the exponential Chebychev inequality applied to (7.3.7), we get

P[Iu ⊇ K] ≤ e−λ̃|K| · E
[
eλ̃

∑NK
i=1 ϕ(Yi)

]
.

Using the fact that NK is Poisson distributed with parameter u cap(K), we can explicitly com-
pute that

E
[
eλ̃

∑NK
i=1 ϕ(Yi)

]
= exp

{
u cap(K)

(
E0

[
eλ̃ϕ
]
− 1
)}

,

or otherwise refer to Campbell’s formula (see Section 3.2 in [K93]) for this equality. Together
with (7.3.3) this gives

E
[
eλ̃

∑NK
i=1 ϕ(Yi)

]
= exp

{
u cap(K)

eλ̃ − 1

1− χ(λ̃)

}
.

Choosing

u1 = (λ̃− λ) · g(0) · 1− χ(λ̃)

eλ̃ − 1
> 0, (7.3.8)

we obtain for any u ≤ u1 that

P[Iu ⊇ K] ≤ P[Iu1 ⊇ K] ≤ e−λ̃|K| · e(λ̃−λ)·g(0)·cap(K).

Noting that cap(K)
(2.3.4)

≤ ∑
x∈K cap({x}) = |K|/g(0) we can upper bound the last display by

e−λ|K|. Using Proposition 7.7 and (7.3.2), we can observe that for d large enough, λ and λ̃ as in
(7.3.6) can be chosen such that λ = log 14, whence in this setting inequality (7.2.1) follows.

The only piece that is still missing to complete the proof of Theorem 7.2 is the proof of Propo-
sition 7.7 which we give in the next section.
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7.4 Proof of Proposition 7.7

It is enough to show that limd→∞ P0[H̃0 < ∞] = 0. We will first prove the result for d of the
form

d = 3k. (7.4.1)

In Exercise 7.8 we will then show how this implies the general case. For such d = 3k, denote by

Y (1), . . . , Y (k) a k-tuple of i.i.d. three-dimensional SRWs, and by U
(j)
k , j ≥ 1, an independent

sequence of i.i.d. uniformly distributed variables on {1, . . . , k}. We write

Yn =
(
Y (1)
mk,n,1

, . . . , Y (k)
mk,n,k

)
n≥0

, (7.4.2)

where

mk,n,i =
n∑

j=1

1
{U

(j)
k =i}

, i ∈ {1, . . . , k},

corresponds to the number of steps that will have been made in dimension 3k by the i-th triplet
of coordinates up to time n. We observe that the d-dimensional SRW (Xn)n≥0 has the same law
as the process in (7.4.2). Also note that for 2 ≤ l ≤ k we have

P

[
U

(i)
k 6= U

(j)
k ∀1 ≤ i < j ≤ l

]
=

l−1∏

m=1

k −m

k
=: p(l, k).

Choosing l = l(k) = ⌊k 1
3 ⌋, a simple computation shows that limk→∞ p(l(k), k)→ 1 and thus we

can deduce

P0[H̃0 <∞] ≤ P

[
∃1 ≤ i < j ≤ l(k) such that U

(i)
k = U

(j)
k

]

+ P

[
U

(i)
k 6= U

(j)
k ∀1 ≤ i < j ≤ l(k), and H̃0(Y

(U
(i)
k )) <∞ ∀1 ≤ i ≤ l(k)

]

≤ (1− p(l(k), k)) +
(
1− 1

g3(0)

)l(k)
→ 0, as k →∞,

where to obtain the last inequality we used the independence of

Y (U
(i)
k ), 1 ≤ i ≤ l(k)

conditional on U
(i)
k 6= U

(j)
k ∀1 ≤ i < j ≤ l(k). This finishes the proof of Proposition 7.7 if d = 3k.

Exercise 7.8. (a) Show that q(d) as in (7.3.1) is a non-decreasing function of d by using a
representation similar to (7.4.2).

(b) Deduce from this that it is sufficient to prove Proposition 7.7 for the case (7.4.1)

7.5 Notes

The results of this section are instructive but not optimal. In fact, in [S10, Remark 2.5 (3)] it
is noted that d0 of Theorem 7.2 actually can be chosen to be equal to 18.

When it comes to Proposition 7.7, using the asymptotics

gd(0) = 1 +
1

2d
+ o(d−1), d→∞,

on the high-dimensional Green function (see pp. 246–247 in [M56]), one obtains the rate of
convergence in Proposition 7.7 from the relation (7.3.1) of gd(0) and q(d).

For further discussion on the history of the non-triviality of u∗, see Section 10.3.
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Chapter 8

Source of correlations and

decorrelation via coupling

In this chapter we consider the question of correlations in random interlacements. We have
already seen in Remark 3.6 that the random set Iu exhibits long-range correlations. Despite
of this, we want to effectively control the stochastic dependence of locally defined events with
disjoint (distant) support. We will identify the source of correlations in the model and use the
trick of coupling to compare the correlated events to their decorrelated counterparts.

Section 8.1 serves as an introduction to the above themes and also as an example of how to work
with the random interlacements Poisson point process: we derive a bound on the correlation of
locally defined events which decays like the SRW Green function as a function of the distance
between the support of our events.

In short Section 8.2 we argue that the way to improve the result of Section 8.1 is to compare
the probability of the joint occurrence of locally defined events for Iu to the product of the
probability of these events for Iu′

, where u′ is a small perturbation of u.

In Sections 8.3 and 8.4 we start to prepare the ground for the decoupling inequalities, which will
be stated in Chapter 9 and proved in Chapter 11. The decoupling inequalities are very useful
tools in the theory of random interlacements and they will serve as the main ingredient of the
proof of u∗ ∈ (0,∞) for all d ≥ 3 in Chapter 10.
In Section 8.3 we devise a partition of the space of trajectories that allows us to identify the
Poisson point processes on random walk excursions that cause the correlations between two
locally defined events. In Section 8.4 we show how to achieve decorrelation of these locally
defined events using a coupling where random interlacements trajectories that contribute to the
outcome of both events are dominated by trajectories that only contribute to one of the events.

Let us now collect some definitions that we will use throughout this chapter.
Recall the notion of the measurable space ({0, 1}Zd

,F) from Definition 3.1.
For an event A ∈ F and a random subset J of Zd defined on some measurable space (Z,Z), we
use the notation {J ∈ A} to denote the event

{J ∈ A} = {z ∈ Z : (1x∈J (z))x∈Zd ∈ A} (∈ Z). (8.0.1)

8.1 A polynomial upper bound on correlations

The following claim quantifies the asymptotic independence result of (3.2.4). Its proof introduces
the technique of partitioning Poisson point processes and highlights the source of correlations
in Iu.

55
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Claim 8.1. Let u > 0, K1,K2 ⊂⊂ Z
d such that K1∩K2 = ∅, and consider a pair of local events

Ai ∈ σ(Ψz, z ∈ Ki), i = 1, 2. We have

∣∣CovP(1{Iu∈A1},1{Iu∈A2})
∣∣ = |P[Iu ∈ A1 ∩A2]− P[Iu ∈ A1] · P[Iu ∈ A2]|

≤ 4u · Cg ·
cap(K1)cap(K2)

d(K1,K2)d−2
, (8.1.1)

where Cg is defined in (2.2.8) and d(K1,K2) = min{|x− y| : x ∈ K1, y ∈ K2}.
Proof. Let K = K1∪K2. We subdivide the Poisson point measure µK,u (defined in (6.2.6)) into
four parts:

µK,u = µK1,Kc
2
+ µK1,K2 + µK2,Kc

1
+ µK2,K1 , (8.1.2)

where

µK1,Kc
2
= 1{X0 ∈ K1, HK2 =∞}µK,u, µK1,K2 = 1{X0 ∈ K1, HK2 <∞}µK,u,

µK2,Kc
1
= 1{X0 ∈ K2, HK1 =∞}µK,u, µK2,K1 = 1{X0 ∈ K2, HK1 <∞}µK,u.

(8.1.3)

By Exercise 5.6(b),

µK1,Kc
2
, µK1,K2 , µK2,Kc

1
, µK2,K1 are independent Poisson point processes on W+ , (8.1.4)

since the events in the indicator functions in (8.1.3) are disjoint subsets of W+.
Analogously to Definition 6.7, we define for κ ∈ {{K1,K

c
2}, {K1,K2}, {K2,K

c
1}, {K2,K1}},

Iκ =
⋃

w∈Supp(µκ)

range(w). (8.1.5)

By (8.1.4),
IK1,Kc

2
, IK1,K2 , IK2,Kc

1
, and IK2,K1 are independent. (8.1.6)

Moreover, by (6.2.9)

{Iu ∈ A1} =
{
IK1,Kc

2
∪ IK1,K2 ∪ IK2,K1 ∈ A1

}
,

{Iu ∈ A2} =
{
IK2,Kc

1
∪ IK2,K1 ∪ IK1,K2 ∈ A2

}
.

(8.1.7)

Recall the definition of A∆B from (3.2.2). By (8.1.7),

{Iu ∈ A1 ∩A2}∆{Iu ∈ A1, IK2,Kc
1
∈ A2} ⊆ {IK1,K2 ∪ IK2,K1 6= ∅}, (8.1.8)

and by using |P[A]− P[B]| ≤ P[A∆B], we obtain from (8.1.8) that

∣∣P[Iu ∈ A1 ∩A2]− P [Iu ∈ A1] · P
[
IK2,Kc

1
∈ A2

]∣∣
(8.1.6),(8.1.7)

=
∣∣P[Iu ∈ A1 ∩A2]− P

[
Iu ∈ A1, IK2,Kc

1
∈ A2

]∣∣
(8.1.8)

≤ P [IK1,K2 6= ∅] + P [IK2,K1 6= ∅] . (8.1.9)

By applying (8.1.9) to A1 = {0, 1}Z
d
, we obtain also that

∣∣P[Iu ∈ A2]− P
[
IK2,Kc

1
∈ A2

]∣∣ ≤ P [IK1,K2 6= ∅] + P [IK2,K1 6= ∅] . (8.1.10)

The combination of (8.1.9) and (8.1.10) gives that

|P[Iu ∈ A1 ∩A2]− P [Iu ∈ A1] · P [Iu ∈ A2]| ≤ 2P [IK1,K2 6= ∅] + 2P [IK2,K1 6= ∅]
(8.1.5)
= 2P [µK1,K2(W+) ≥ 1] + 2P [µK2,K1(W+) ≥ 1] . (8.1.11)
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We can bound

P[µK1,K2(W+) ≥ 1] ≤ E[µK1,K2(W+)]
(8.1.3)
= E[µK,u(X0 ∈ K1, HK2 <∞)]

(6.2.7)
= uPeK [X0 ∈ K1,HK2 <∞]

(2.3.5)

≤ uPeK1
[HK2 <∞]

(2.3.6)
= u

∑

x∈K1

∑

y∈K2

eK1(x)eK2(y)g(x, y)
(2.2.8),(2.3.2)

≤ u · Cg ·
cap(K1)cap(K2)

d(K1,K2)d−2
. (8.1.12)

By interchanging the roles of K1 and K2 in (8.1.12), one obtains exactly the same upper bound
on P[µK2,K1(W+) ≥ 1].

Claim 8.1 follows from the combination of (8.1.11) and (8.1.12).

Remark 8.2. It follows from the proof of Claim 8.1 that the source of correlation between the
events {Iu ∈ A1} and {Iu ∈ A2} comes from the random interlacements trajectories that hit
both K1 and K2, i.e., the point processes µK1,K2 and µK1,K2, see, e.g., (8.1.4), (8.1.5), and
(8.1.7).

Remark 8.3. Our strategy of proving Claim 8.1 was rather crude in the sense that we could
only achieve decorrelation if the terms causing the trouble (i.e., µK1,K2 and µK2,K1) vanished. In
the remaining part of this chapter we will follow a different, more sophisticated strategy: loosely
speaking, instead of neglecting the effect of trajectories from µK1,K2 inside K2, we will pretend
that their effect is caused by a sprinkling of trajectories from an independent copy of µK2,Kc

1
.

This will allow us to dominate P[Iu ∈ A1 ∩ A2] by P[Iu′ ∈ A1] · P[Iu
′ ∈ A2] with an error

depending on the difference between u′ and u and the distance between K1 and K2, but decaying
much faster than d(K1,K2)

2−d. This strategy currently only applies when A1 and A2 are either
both increasing or decreasing.

8.2 Perturbing the value of u

We have proved in Claim 8.1 that the covariance between any pair of “local” events decays
as the distance between their supports raised to the power (2 − d), and Claim 3.5 states that
this order of decay is correct for the events {x ∈ Iu} and {y ∈ Iu}. Such a slow polynomial
decay of correlations is not a good news for many applications (including the proof of the fact
that u∗ ∈ (0,∞) for all d ≥ 3), which require a good qualitative estimate of an asymptotic
independence between certain events.

It turns out that by comparing the probability of intersection of events for Iu with the product of
probabilities of events for Iu′

, where u′ is a certain small perturbation of u, one can significantly
reduce the error term for a certain class of events. This idea is best illustrated in the following
exercise. Recall that Vu = Z

d \ Iu.

Exercise 8.4. For x, y ∈ Z
d, and u > 0, let u′ = u′(u, x, y) = u · (1− g(y−x)

g(0)+g(y−x) ). Then

P[x, y ∈ Vu] = P[x ∈ Vu′

] · P[y ∈ Vu′

].

Thus, by slightly perturbing u (note that u′ → u as |x− y| → ∞) we can write the probability of
the intersection of two events for Vu as the product of probabilities of similar events for Vu′

.

The proof of Exercise 8.4 heavily depends on the specific choice of events. The aim of Sections 8.3
and 8.4 is to describe a method which applies to a more general class of events.
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Recall from Section 3.3 the natural partial order on {0, 1}Zd
as well as the notion of monotone

increasing and decreasing subsets of {0, 1}Zd
.

Let u, u′ > 0, K1,K2 ⊂⊂ Z
d such that K1 ∩K2 = ∅, and consider a pair of local increasing (or

decreasing) events Ai ∈ σ(Ψz , z ∈ Ki), i = 1, 2. The main result of this chapter is Theorem 8.9,
which states that

P[Iu ∈ A1 ∩A2] ≤ P[Iu′ ∈ A1] · P[Iu
′ ∈ A2] + ǫ(u, u′,K1,K2), (8.2.1)

where the error term ǫ(u, u′,K1,K2) is described by a certain coupling of random subsets of Zd,
see (8.4.9).
If u′ = u, then we already know from Claim 3.5 that the best error term we can hope for
decays as the distance between K1 and K2 raised to the power (2− d). This is too slow for the
applications that we have in mind. It turns out though, and we will see it later in Theorem 9.3,
that by varying u′ a little and by restricting further the class of considered events, one can
establish (8.2.1) with an error term much better than (8.1.1).

8.3 Point measures on random walk excursions

We begin with a description of useful point measures that arise from partitioning the space
of trajectories. The partitioning that we are about to describe is more refined than the one
considered in (8.1.2)-(8.1.3) and it will allow us to carry out the plan sketched in Remark 8.3.

Given K1,K2 ⊂⊂ Z
d, K1∩K2 = ∅ we introduce the finite sets Si and Ui such that for i ∈ {1, 2},

Ki ⊂ Si ⊂ Ui and U1 ∩ U2 = ∅, (8.3.1)

and define
S = S1 ∪ S2 and U = U1 ∪ U2. (8.3.2)

Take
0 < u− < u+

and consider the Poisson point measures µS,u−
and µS,u+ defined as in (6.2.6).

Remark 8.5. The main idea in establishing (8.2.1) (with u = u− and u′ = u+ in case of
increasing events, and u = u+ and u′ = u− in case of decreasing events) is to decompose all
the trajectories in the supports of µS,u−

and µS,u+ into finite excursions from their entrance
time to S until the exit time from U and then dominate the set of excursions which come from
trajectories in the support of µS,u−

by the set of excursions which come from trajectories in the
support of µS,u+ that never return to S after leaving U . A useful property of the latter set of
excursions is that they cannot visit both sets S1 and S2. This will imply some independence
properties (see, e.g., (8.4.7)) that we will find very useful when we prove the decorrelation result
in Theorem 8.9.

We define the consecutive entrance times to S and exit times from U of a trajectory w ∈ W+:
R1 is the first time w visits S, D1 is the first time after R1 when w leaves U , R2 is the first time
after D1 when w visits S, D2 is the first time after R2 when w leaves U , etc.
In order to give a formal definition, we first recall the definitions of the entrance time HS to S
from (2.2.2) and the exit time TU from U from (2.2.4) and the shift operator θk from (6.1.1).
Let

R1 := HS, D1 :=

{
TU ◦ θR1 +R1, if R1 <∞,
∞, otherwise,
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as well as for k ≥ 1,

Rk+1 :=

{
R1 ◦ θDk

+Dk, if Dk <∞,
∞, otherwise,

Dk+1 :=

{
D1 ◦ θDk

+Dk, if Dk <∞,
∞, otherwise.

For j ≥ 1, we define the following Poisson point processes on W+:

ζj− := 1{Rj <∞ = Rj+1}µS,u−
,

ζj+ := 1{Rj <∞ = Rj+1}µS,u+ .
(8.3.3)

In ζj− (resp., ζj+) we collect the trajectories from µS,u−
(resp., µS,u+) which perform exactly j

excursions from S to U c. By Exercise 5.6(b) we see that

ζj− (resp., ζj+), j ≥ 1, are independent Poisson point processes. (8.3.4)

We would like to associate with each trajectory in the support of ζj− (and ζj+) the j-tuple of its
excursions from S to U c (see (8.3.6)), and then consider a point process of such j-tuples (see
(8.3.8)). For this we first introduce the countable set of finite length excursions from S to U c as

C := ∪∞n=1

{
π = (π(i))0≤i≤n a nearest neighbor path in Z

d with

π(0) ∈ S, π(n) ∈ U c, and π(i) ∈ U, for 0 ≤ i < n
}
. (8.3.5)

w1
w2

w3
w4

U1

U2

S1
S2

R1

D1

R2

D2

R3

D3

R4

D4

Figure 8.1: An illustration of the excursions defined in (8.3.7).

For any j ≥ 1, consider the map

φj : {Rj <∞ = Rj+1} ∋ w 7→ (w1, . . . , wj) ∈ Cj , (8.3.6)

where

wk := (XRk+ ·(w))0≤·≤Dk(w)−Rk(w), 1 ≤ k ≤ j, (8.3.7)
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are the excursions of the path w ∈W+. In words, φj assigns to a path w having j such excursions
the vector φj(w) = (w1, . . . , wj) ∈ Cj which collects these excursions in chronological order, see
Figure 8.1. With this in mind, define for j ≥ 1,

ζ̃j− (resp., ζ̃j+) as the image of ζj− (resp., ζj+) under φj . (8.3.8)

This means that if ζ =
∑

i δwi , for ζ ∈ {ζj−, ζj+}, then ζ̃ =
∑

i δφj(wi). Thus the point measures

in (8.3.8) are random variables taking values in the set of finite point measures on Cj .
By Exercise 5.6(c) and (8.3.4) we obtain that

ζ̃j− (resp., ζ̃j+), j ≥ 1, are independent Poisson point processes. (8.3.9)

Next, using these Poisson point processes on Cj , j ≥ 1, we define finite point measures on C by
replacing each δ-mass δ(w1,...,wj) with the sum

∑j
k=1 δwk .

Formally, consider the map sj from the set of finite point measures on Cj to the set of finite
point measures on C

sj(m) :=

N∑

i=1

δw1
i
+ . . .+ δ

wj
i
,

where m =
∑N

i=1 δ(w1
i ,...,w

j
i )
, and define

ζ∗∗− :=
∑

j≥2

sj(ζ̃
j
−), ζ∗∗+ :=

∑

j≥2

sj(ζ̃
j
+). (8.3.10)

These are the random point measures on C that one obtains by collecting all the excursions
from S to U c of the trajectories from the support of µS,u−

(resp., µS,u+) that come back to S
after leaving U at least one more time. To simplify notation a bit, we also define

ζ∗− := ζ̃1−, ζ∗+ := ζ̃1+. (8.3.11)

These are the random point measures on C that one obtains by collecting the unique excursions
from S to U c of the trajectories from the support of µS,u−

(resp., µS,u+) that never come back
to S after leaving U .
Finally, we define the Poisson point process

ζ∗−,+ = ζ∗+ − ζ∗−, (8.3.12)

and observe from (6.2.8),(8.3.3), (8.3.8), and (8.3.11), that

ζ∗− and ζ∗−,+ are independent. (8.3.13)

Property (8.3.13) will be crucially used in the proof of Theorem 8.9.

Remark 8.6. The decompositions (8.3.10) and (8.3.11) will be crucial for understanding the
error term in (8.2.1). One should argue as follows. If S is far enough from U c, then only a
small fraction of trajectories from µS,u−

(resp., µS,u+) will return back to S after leaving U , i.e.,
ζ∗∗− (C) (resp., ζ∗∗+ (C)) will be rather small. On the other hand, the laws of excursions from S to
U c in the supports of ζ∗∗+ and ζ∗+ will be very similar, because a trajectory coming from U c back
to S will more or less forget its past by the time it hits S. It is thus not unreasonable to expect
that the point measure ζ∗∗− is stochastically dominated by ζ∗−,+ on an event of large probability,
if the difference u+ − u− is not so small and if S and U c are sufficiently far apart. We will
make this intuitive argument precise in Chapter 11 and finish this chapter by showing how such
a coupling can be used to obtain (8.2.1) with a very specific error term.
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8.4 Decorrelation via coupling

Here we state and prove the main result of Chapter 8, Theorem 8.9. It gives decorrelation
inequalities of the form (8.2.1) in the case of increasing or decreasing events, subject to a specific
coupling of the point measures in (8.3.10) and (8.3.11), see (8.4.1). The main aim here is only
to show how one can use coupling of point measures to obtain decorrelation inequalities (8.2.1).
Later in Theorem 9.3 we will consider a special subclass of increasing (resp., decreasing) events,
for which we will be able to quantify the error term in (8.2.1). For a special choice of u− and
u+, the error decays much faster than polynomial with the distance between K1 and K2. In
Chapter 10, this will be used to show that u∗ ∈ (0,∞).

We first introduce the important notion of a coupling of two random variables X and Y (not
necessarily defined on a common probability space).

Definition 8.7. A pair of random variables (X̂, Ŷ ) defined on a common probability space is

called a coupling of X and Y , if X
d
= X̂ and Y

d
= Ŷ , with

d
= denoting equality in distribution.

Remark 8.8. The art of coupling lies in finding the appropriate joint distribution (X̂, Ŷ ) which
allows us to compare the distributions of X and Y . For example, Definition 6.7 of (Iu)u>0 on
the probability space (Ω,A,P) gives a coupling of random subsets of Zd with the distributions
(3.1.2) such that the inclusion P[Iu ⊆ Iu′

] = 1 holds for all u ≤ u′.

For two point measures µ1 and µ2 on the same state space, we say that µ1 ≤ µ2 if there exists
a point measure µ on the same state space as µ1 and µ2 such that µ2 = µ1 + µ.

Theorem 8.9. Let 0 < u− < u+, K1,K2 ⊂⊂ Z
d such that K1 ∩K2 = ∅, S1, S2, U1, U2 ⊂⊂ Z

d

are satisfying (8.3.1) and (8.3.2). For i ∈ {1, 2}, let Ain
i ∈ σ(Ψz, z ∈ Ki) be increasing and

Ade
i ∈ σ(Ψz, z ∈ Ki) decreasing.

Let ǫ = ǫ(u−, u+, S1, S2, U1, U2) be such that there exists a coupling (ζ̂∗∗− , ζ̂∗−,+) of the point

measures ζ∗∗− and ζ∗
−,+ on some probability space (Ω̂, Â, P̂) satisfying

P̂

[
ζ̂∗∗− ≤ ζ̂∗

−,+

]
≥ 1− ǫ. (8.4.1)

Then
P [{Iu− ∈ Ain

1 } ∩ {Iu− ∈ Ain
2 }] ≤ P [Iu+ ∈ Ain

1 ] · P [Iu+ ∈ Ain
2 ] + ǫ, (8.4.2)

P [{Iu+ ∈ Ade
1 } ∩ {Iu+ ∈ Ade

2 }] ≤ P [Iu− ∈ Ade
1 ] · P [Iu− ∈ Ade

2 ] + ǫ. (8.4.3)

Remark 8.10. A useful implication of Theorem 8.9 is that the information about the specific
events Ain

i , A
de
i , i ∈ {1, 2} is not present in the error term ǫ, since the coupling will only depend

on the “geometry” of the sets S1, S2, U1, U2. Given K1 and K2, we also have a freedom in
choosing S1, S2, U1, U2 satisfying the constraints (8.3.1) and (8.3.2), and later we will choose
them in a very special way (see (11.1.2), (11.1.3), (11.1.4)) to obtain a satisfactory small error
ǫ = ǫ(u−, u+,K1,K2) as in (8.2.1).
For the state of the art in available error terms for decorrelation inequalities of form (8.4.2) and
(8.4.3), see Section 8.5.

Proof of Theorem 8.9. We begin by introducing the random subsets of S which emerge as the
ranges of trajectories in the support of measures defined in (8.3.10) and (8.3.11). In analogy
with (6.2.9), we define for κ ∈ {−,+},

I∗κ = S ∩


 ⋃

w∈Supp(ζ∗κ)

range(w)


 , I∗∗κ = S ∩


 ⋃

w∈Supp(ζ∗∗κ )

range(w)


 . (8.4.4)
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Note that
Iu− ∩ S = (I∗− ∪ I∗∗− ) ∩ S, Iu+ ∩ S = (I∗+ ∪ I∗∗+ ) ∩ S. (8.4.5)

By (8.3.9),
the pair (I∗−,I∗+) is independent from (I∗∗− ,I∗∗+ ). (8.4.6)

Moreover, since U1∩U2 = ∅, the supports of the measures 1HS1
<∞ζ∗κ and 1HS2

<∞ζ∗κ are disjoint,
where κ ∈ {−,+}. Indeed, if a trajectory enters both S1 and S2, it must exit from U in between
these entries. Thus, the pairs

(1HS1
<∞ζ∗−,1HS1

<∞ζ∗+) and (1HS2
<∞ζ∗−,1HS2

<∞ζ∗+) are independent. (8.4.7)

This implies that the pairs of sets

(I∗− ∩ S1,I∗+ ∩ S1) and (I∗− ∩ S2,I∗+ ∩ S2) are independent. (8.4.8)

Note that (8.4.8) implies that for any pair of events Ai ∈ σ(Ψz, z ∈ Ki), i ∈ {1, 2} and any
κ ∈ {−,+},

P[I∗κ ∈ A1 ∩A2] = P[I∗κ ∈ A1] · P[I∗κ ∈ A2].

Next, we show using (8.4.1) that there exists a coupling (Iu− ,I∗+) of Iu− ∩ S and I∗+ on some
probability space (Ω,A,P) satisfying

P

[
Iu− ⊆ I∗+

]
≥ 1− ǫ. (8.4.9)

Indeed, (8.3.9), (8.3.10), and (8.3.13) imply the independence of ζ∗− and (ζ∗∗− , ζ∗
−,+), so we can

extend the probability space (Ω̂, Â, P̂) from the statement of Theorem 8.9 by introducing a
random set ζ̂∗− which is independent from everything else and has the same distribution as ζ∗−.

This way we obtain that the point measure ζ̂∗− + ζ̂∗∗− has the same distribution as ζ∗− + ζ∗∗− , and

the point measure ζ̂∗− + ζ̂∗
−,+ has the same distribution as ζ∗+. We can then define

Iu− = S ∩




⋃

w∈Supp(ζ̂∗−+ζ̂∗∗− )

range(w)


 , I∗+ = S ∩




⋃

w∈Supp(ζ̂∗−+ζ̂∗−,+)

range(w)


 .

By (8.4.5), Iu− has the same distribution as Iu−, and by (8.4.4), I∗+ has the same distribution

as I∗+. Moreover, if ζ̂∗∗− ≤ ζ̂∗
−,+, then I

u− ⊆ I∗+. Thus, (8.4.9) follows from (8.4.1).

Using the notation from (8.0.1), we observe that for any random subset J of Zd,

{J ∈ Ai} = {J ∩ Si ∈ Ai} = {J ∩Ki ∈ Ai}. (8.4.10)

Now we have all the ingredients to prove (8.4.2) and (8.4.3).

We first prove (8.4.2). Let Ain
i be increasing events as in the statement of Theorem 8.9. Using

(8.4.5) and (8.4.9), we compute

P[{Iu− ∈ Ain
1 } ∩ {Iu− ∈ Ain

2 }] = P
[
{Iu− ∈ Ain

1 } ∩ {I
u− ∈ Ain

2 }
]

(8.4.9)

≤ P

[
{I∗+ ∈ Ain

1 } ∩ {I
∗
+ ∈ Ain

2 }
]
+ ǫ = P

[
{I∗+ ∈ Ain

1 } ∩ {I∗+ ∈ Ain
2 }
]
+ ǫ

(8.4.10)
= P

[
{I∗+ ∩ S1 ∈ Ain

1 } ∩ {I∗+ ∩ S2 ∈ Ain
2 }
]
+ ǫ

(8.4.8)
= P

[
I∗+ ∩ S1 ∈ Ain

1

]
· P
[
I∗+ ∩ S2 ∈ Ain

2

]
+ ǫ

(8.4.5)

≤ P [Iu+ ∈ Ain
1 ] · P [Iu+ ∈ Ain

2 ] + ǫ.
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The proof of (8.4.2) is complete.

We proceed with the proof of (8.4.3). Let Ade
i be decreasing events as in the statement of the

theorem. Using (8.4.5), we obtain

P[{Iu+ ∈ Ade
1 } ∩ {Iu+ ∈ Ade

2 }]
(8.4.5)
= P

[
{I∗+ ∪ I∗∗+ ∈ Ade

1 } ∩ {I∗+ ∪ I∗∗+ ∈ Ade
2 }
]

≤ P
[
{(I∗+ ∪ I∗∗+ ) ∩ S1 ∈ Ade

1 } ∩ {I∗+ ∩ S2 ∈ Ade
2 }
]

(8.4.6),(8.4.8)
= P

[
(I∗+ ∪ I∗∗+ ) ∩ S1 ∈ Ade

1

]
· P
[
I∗+ ∩ S2 ∈ Ade

2

]

(8.4.5)
= P [Iu+ ∈ Ade

1 ] · P
[
I∗+ ∈ Ade

2

]
≤ P [Iu− ∈ Ade

1 ] · P
[
I∗+ ∈ Ade

2

]
.

Using the coupling (8.4.9), we compute

P
[
I∗+ ∈ Ade

2

]
= P

[
I∗+ ∈ Ade

2

] (8.4.9)

≤ P
[
Iu− ∈ Ade

2

]
+ ǫ = P [Iu− ∈ Ade

2 ] + ǫ.

Thus,

P[{Iu+ ∈ Ade
1 } ∩ {Iu+ ∈ Ade

2 }] ≤ P [Iu− ∈ Ade
1 ] · (P [Iu− ∈ Ade

2 ] + ǫ)

≤ P [Iu− ∈ Ade
1 ] · P [Iu− ∈ Ade

2 ] + ǫ,

and the proof of (8.4.3) is complete.

8.5 Notes

Claim 8.1 is a reformulation of [S10, (2.8)-(2.15)] and the content of Sections 8.3 and 8.4 (as well
as of Chapters 9 and 11) is an adaptation of the main result of [S12a]. Note that the decoupling
inequalities of [S12a] are formulated in a general setting where the underlying graph is of form
G× Z (with some assumptions on G), while we only consider the special case G = Z

d−1.

Decorrelation results for random interlacements are substantial ingredients of the theory, and
despite the fact that the model exhibits polynomial decay of correlations, better and better
results are produced in this direction. Currently, the best decoupling inequalities available are
[PT13, Theorem 1.1], where the method of soft local times is introduced to prove that (8.4.2)
and (8.4.3) hold with error term

ǫ(u−, u+,K1,K2) = C · (r + s)d · exp
(
−c · (u+ − u−)

2

u+
· sd−2

)
,

where r = min(diam(K1),diam(K2)), diam(K) = maxx,y∈K |x− y| and s = d(K1,K2).

While our aim in this chapter was to decorrelate, we should mention that if A1, A2 ∈ F are both
increasing or both decreasing events, then they are positively correlated, i.e.,

P[Iu ∈ A1 ∩A2] ≥ P[Iu ∈ A1] · P[Iu ∈ A2].

This fact follows from the Harris-FKG inequality for the law of Iu, see [T09b, Theorem 3.1].
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Chapter 9

Decoupling inequalities

In this chapter we define subclasses of increasing and decreasing events for which the decor-
relation inequalities (8.4.2) and (8.4.3) hold with rapidly decaying error term, see Section 9.1
and Theorem 9.3. The definition of these events involves a tree-like hierarchical construction
on multiple scales Ln. In Section 9.2 we state the decoupling inequalities for a large number
of local events, see Theorem 9.5. We prove Theorem 9.5 in Section 9.3 by iteratively applying
Theorem 9.3. Finally, in Section 9.4, using Theorem 9.5 we prove that if the density of certain
patterns in Iu is small, then it is very unlikely that such patterns will be observed in Iu(1±δ)

along a long path, see Theorem 9.7. This last result will be crucially used in proving that
u∗ ∈ (0,∞) in Chapter 10.

9.1 Hierarchical events

For n ≥ 0, let T(n) = {1, 2}n (in particular, T(0) = ∅ and |T(n)| = 2n), and denote by

Tn =

n⋃

k=0

T(k)

the dyadic tree of depth n. If 0 ≤ k < n and m ∈ T(k), m = (ξ1, . . . , ξk), then we denote by

m1 = (ξ1, . . . , ξk, 1) and m2 = (ξ1, . . . , ξk, 2)

the two children of m in T(k+1). We call T(n) the set of leaves of Tn. The vertices 1, 2 ∈ T(1) are
the children of the root ∅.
Consider the measurable space ({0, 1}Zd

,F) introduced in Definition 3.1. For any family of
events (Gx)x∈Zd such that Gx ∈ F for all x ∈ Z

d, any integer n ≥ 1, and any embedding
T : Tn → Z

d, we define the event GT ∈ F by

GT =
⋂

m∈T(n)

GT (m). (9.1.1)

Note that if the (Gx)x∈Zd are all increasing (resp., decreasing), see Definition 3.12, then GT is
also increasing (resp., decreasing).
We denote by T1 and T2 the two embeddings of Tn−1 which arise from T as the embeddings of
the descendants of the two children of the root, i.e.,

∀ 0 ≤ k ≤ n− 1, ∀ m = (ξ1, . . . , ξk) ∈ T(k) : T1(m) = T (1, ξ1, ξ2, . . . , ξk),
T2(m) = T (2, ξ1, ξ2, . . . , ξk).

65
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Note that
GT = GT1 ∩GT2 .

Let L0 ≥ 1 and l0 ≥ 2000 be integers and consider the sequence

Ln := L0 · ln0 , n ≥ 1, (9.1.2)

of geometrically growing scales. For n ≥ 0, we denote by Ln the renormalized lattice LnZ
d:

Ln = LnZ
d. (9.1.3)

For any n ≥ 1 and x ∈ Ln, we define

Λx,n := Ln−1 ∩ (x+ [−Ln, Ln]
d). (9.1.4)

Note that for any L0, l0, n ≥ 1, and x ∈ Ln,

|Λx,n| = (2l0 + 1)d. (9.1.5)

Definition 9.1. We say that T : Tn → Z
d is a proper embedding of Tn with root at x ∈ Ln if

(a) T (∅) = x, i.e., the root of the tree Tn is mapped to x;

(b) for all 0 ≤ k ≤ n and m ∈ T(k) we have T (m) ∈ Ln−k;

(c) for all 0 ≤ k < n and m ∈ T(k) we have

T (m1),T (m2) ∈ ΛT (m),n−k and |T (m1)− T (m2)| >
Ln−k

100
. (9.1.6)

We denote by Λ̃x,n the set of proper embeddings of Tn with root at x.

For an illustration of Definition 9.1, see Figure 9.1.

Exercise 9.2. Using (9.1.5) and induction on n, show that

|Λ̃x,n| ≤
(
(2l0 + 1)d

)2+4+···+2n

≤ (2l0 + 1)d·2
n+1

. (9.1.7)

The next theorem states that for any proper embedding T ∈ Λ̃x,n+1 and for any choice of local
increasing (resp., decreasing) events (Gx)x∈Zd , the events GT1 and GT2 satisfy the decorrelation
inequality (8.4.2) (resp., (8.4.3)) with a rapidly decaying (in Ln) error term.

Theorem 9.3. Let d ≥ 3. There exist constants Dl0
= Dl0

(d) <∞ and Du = Du(d) <∞ such

that for all n ≥ 0, L0 ≥ 1, l0 ≥ Dl0
a multiple of 100, x ∈ Ln+1, T ∈ Λ̃x,n+1, all u− > 0 and

u+ =

(
1 + Du · (n+ 1)−

3
2 · l−

d−2
4

0

)
· u−, (9.1.8)

the following inequalities hold:

(a) for any increasing events Gx ∈ σ(Ψz, z ∈ x+ [−2L0, 2L0]
d), x ∈ Z

d,

P [Iu− ∈ GT ] = P [Iu− ∈ GT1 ∩GT2 ] ≤ P [Iu+ ∈ GT1 ] · P [Iu+ ∈ GT2 ] + ǫ(u−, n), (9.1.9)
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ΛT (∅),3 ΛT (1),2

ΛT (2),2

ΛT (11),1 ΛT (12),1

ΛT (21),1

ΛT (22),1

ΛT (211),0

ΛT (221),0

ΛT (212),0

ΛT (222),0

Figure 9.1: An illustration of a proper embedding T : T3 → Z
d, see Definition 9.1. The boxes

represent ΛT (m),3−n, where m ∈ T(n), 0 ≤ n ≤ 3. Note that the embedded images of the eight
great-grandchildren of the root are well “spread-out” in space.

(b) for any decreasing events Gx ∈ σ(Ψz, z ∈ x+ [−2L0, 2L0]
d), x ∈ Z

d,

P [Iu+ ∈ GT ] = P [Iu+ ∈ GT1 ∩GT2 ] ≤ P [Iu− ∈ GT1 ] · P [Iu− ∈ GT2 ] + ǫ(u−, n), (9.1.10)

where the error function ǫ(u, n) is defined by

ǫ(u, n) = 2 exp

(
−2 · u · (n+ 1)−3 · Ld−2

n · l
d−2
2

0

)
. (9.1.11)

Theorem 9.3 will follow from Theorem 8.9 as soon as we show that there exists a coupling of
ζ∗∗− and ζ∗

−,+ satisfying (8.4.1) with ǫ = ǫ(u−, n). To this end, we will choose the sets appearing
in (8.3.1) and (8.3.2) as Ki = ∪m∈T(n)

B(Ti(m), 2L0), i.e., the union of all the boxes of radius

2L0 centered at the images of the leaves of T(n) under Ti, Ui = B(T (i), Ln+1

1000 ), i.e., the large
box centered at T (i) containing Ki, and most importantly, we will choose S in a very delicate
way, see (11.1.3) and (11.1.4). Since the proof is quite technical, we postpone it to Chapter 11.
Instead, in the next section we deduce a useful corollary from Theorem 9.3 by iterating the
inequalities (9.1.9) and (9.1.10), see Theorem 9.5.

9.2 Decoupling inequalities

For a family of events (Gx)x∈Zd with Gx ∈ F for all x ∈ Z
d, we define recursively the events

Gx,n :=





Gx, n = 0, x ∈ L0,⋃

x1,x2∈Λx,n,
|x1−x2|>Ln/100

Gx1,n−1 ∩Gx2,n−1, n ≥ 1, x ∈ Ln. (9.2.1)

In words, for n ≥ 1, the event Gx,n occurs if there exists a pair x1, x2 ∈ Λx,n of well-separated
vertices on the scale Ln (namely, |x1 − x2| > Ln/100) such that the events Gx1,n−1 and Gx2,n−1

occur.
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Basic properties of the events Gx,n are listed in the next exercise.

Exercise 9.4. Prove by induction on n that for all n ≥ 0 and x ∈ Ln,
(a) if the measurability assumptions on Gx as in Theorem 9.3 are fulfilled, then the event Gx,n

is measurable with respect to the sigma-algebra σ
(
Ψz, z ∈ x+ [−2Ln, 2Ln]

d
)
;

(b) if the events (Gx)x∈Zd are increasing (resp., decreasing) then Gx,n is also increasing (resp.,
decreasing);

(c) the events defined in (9.1.1) and (9.2.1) are related via

Gx,n =
⋃

T ∈Λ̃x,n

GT =
⋃

T ∈Λ̃x,n

⋂

m∈T(n)

GT (m); (9.2.2)

(d) if the events (Gx)x∈L0 are shift invariant, i.e., ξ ∈ Gx if and only if ξ(· − x) ∈ G0 for
all x ∈ L0, then the events Gx,n are also shift invariant, i.e., ξ ∈ Gx,n if and only if
ξ(· − x) ∈ G0,n for all x ∈ Ln.

To state the main result of this section (see Theorem 9.5) we need some more notation. Let

f(l0) =
∏

k≥0

(
1 + Du(k + 1)−

3
2 · l−

d−2
4

0

)
, (9.2.3)

where Du is defined in the statement of Theorem 9.3. Note that

1 ≤ f(l0) ≤ exp


Dul

− d−2
4

0

∑

k≥0

(k + 1)−
3
2


 < +∞ and lim

l0→∞
f(l0) = 1. (9.2.4)

For u > 0, we define

u+∞ := u · f(l0), u−∞ := u · 1

f(l0)
. (9.2.5)

By (9.2.4), we have

0 < u−∞ < u < u+∞ < +∞ and lim
l0→∞

u−∞ = lim
l0→∞

u+∞ = u. (9.2.6)

Theorem 9.5 (Decoupling inequalities). Let d ≥ 3. Take the constants Dl0
= Dl0

(d) <∞ and
Du = Du(d) < ∞ as in the statement of Theorem 9.3. Then for all n ≥ 0, L0 ≥ 1, l0 ≥ Dl0

a
multiple of 100, and u > 0, the following inequalities hold:

(a) for any increasing shift invariant events Gx ∈ σ(Ψz, z ∈ x+ [−2L0, 2L0]
d), x ∈ Z

d,

P[Iu−
∞ ∈ G0,n] ≤ (2l0 + 1)d·2

n+1 ·
(
P[Iu ∈ G0] + ǫ(u−∞, l0, L0)

)2n
, (9.2.7)

(b) for any decreasing shift invariant events Gx ∈ σ(Ψz, z ∈ x+ [−2L0, 2L0]
d), x ∈ Z

d,

P[Iu+
∞ ∈ G0,n] ≤ (2l0 + 1)d·2

n+1 ·
(
P[Iu ∈ G0] + ǫ(u, l0, L0)

)2n
, (9.2.8)

where

ǫ(u, l0, L0) :=
2e−uLd−2

0 l
d−2
2

0

1− e−uLd−2
0 l

d−2
2

0

(
note that R+ ∋ x 7→ 2e−x

1− e−x
is decreasing

)
. (9.2.9)
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Remark 9.6. (a) By Exercise 9.4(d) and the translation invariance of Iu, the inequalities
(9.2.7) and (9.2.8) hold with G0,n replaced by any Gx,n, x ∈ Ln, also.

(b) The factor (2l0 + 1)d·2
n+1

in the RHS of the inequalities (9.2.7) and (9.2.8) comes from
(9.1.7). It stems from the combinatorial complexity when we apply the union bound to all
combinations of intersections appearing in the representation (9.2.2) of G0,n.

(c) A typical application of Theorem 9.5 would be to get the bounds

P[Iu−
∞ ∈ G0,n] ≤ e−2n , P[Iu+

∞ ∈ G0,n] ≤ e−2n

by tuning the parameters u and L0 in such a way that for a given l0,

(2l0 + 1)2d ·
(
P[Iu ∈ G0] + ǫ(u−∞, l0, L0)

)
≤ e−1. (9.2.10)

Sometimes it is also desirable to take u−∞ (resp., u+∞) sufficiently close to u, then we should
first take l0 large enough (according to (9.2.6)), and then tune u and L0 to fulfil (9.2.10).

(d) The main application of Theorem 9.5 that we consider in these notes is summarized in
Theorem 9.7, which will later be used to prove Propositions 10.2, 10.3, and 10.5.

9.3 Proof of Theorem 9.5

We deduce Theorem 9.5 from Theorem 9.3. The proofs of (9.2.7) and (9.2.8) are essentially
the same — (9.2.7) follows from the repetitive application of (9.1.9), and (9.2.8) follows from
repetitive application of (9.1.10). We only give the proof of (9.2.8) here and leave the proof of
(9.2.7) as an exercise to the reader.

Let Gx ∈ σ(Ψz, z ∈ x+ [−2L0, 2L0]
d), x ∈ Z

d, be a family of decreasing shift invariant events.

Fix u > 0 and define the increasing sequence u+n by u+0 = u and

u+n = u+n−1 ·
(
1 + Du · n− 3

2 · l−
d−2
4

0

)
= u+0 ·

n−1∏

k=0

(
1 + Du · (k + 1)−

3
2 · l−

d−2
4

0

)
, n ≥ 1.

By (9.2.3) and (9.2.5),

u ≤ u+n ≤ u+∞, lim
n→∞

u+n = u+∞.

We begin by rewriting the LHS of (9.2.8) as

P

[
Iu+

∞ ∈ G0,n

]
≤ P

[
Iu+

n ∈ G0,n

]
(9.2.2)
= P


Iu+

n ∈
⋃

T ∈Λ̃0,n

⋂

m∈T(n)

GT (m)




(9.1.1)

≤
∑

T ∈Λ̃0,n

P

[
Iu+

n ∈ GT

] (9.1.7)

≤ (2l0 + 1)d·2
n+1 · max

T ∈Λ̃0,n

P

[
Iu+

n ∈ GT

]
.

Thus, to finish the proof of (9.2.8) it suffices to show that for any T ∈ Λ̃0,n,

P

[
Iu+

n ∈ GT

]
≤
(
P

[
Iu+

0 ∈ G0

]
+ ǫ(u+0 , l0, L0)

)2n
. (9.3.1)
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Recall the definition of ǫ(u, n) from (9.1.11), and introduce the increasing sequence

ǫ+0 = 0, ǫ+n = ǫ+n−1 + ǫ(u+n−1, n− 1)2
−n

=

n−1∑

k=0

ǫ(u+k , k)
2−k−1

. (9.3.2)

Since l0 ≥ 100,

∀ k ≥ 0 :

(
ld−2
0

2

)k

≥ (k + 1)4. (9.3.3)

Thus, for any n ≥ 0,

ǫ+n ≤
∞∑

k=0

ǫ(u+k , k)
2−k−1 (9.1.11)

≤
∞∑

k=0

ǫ(u+0 , k)
2−k−1

(9.1.2),(9.1.11)
=

∞∑

k=0

22
−k−1

exp


−u+0 · (k + 1)−3 · Ld−2

0 ·
(
ld−2
0

2

)k

· l
d−2
2

0




(9.3.3)

≤ 2

∞∑

k=0

(
e−u+

0 ·Ld−2
0 ·l

d−2
2

0

)k+1
(9.2.9)
= ǫ(u+0 , l0, L0).

Therefore, in order to establish (9.3.1) it suffices to prove that for all n ≥ 0 and T ∈ Λ̃0,n,

P

[
Iu+

n ∈ GT

]
≤
(
P

[
Iu+

0 ∈ G0

]
+ ǫ+n

)2n
. (9.3.4)

We prove (9.3.4) by induction on n. The statement is trivial for n = 0, since in this case both

sides of the inequality are equal to P

[
Iu+

0 ∈ G0

]
. Now we prove the general induction step using

Theorem 9.3:

P

[
Iu+

n ∈ GT

]
= P

[
Iu+

n ∈ GT1 ∩GT2

] (9.1.10)

≤ P

[
Iu+

n−1 ∈ GT1

]
· P
[
Iu+

n−1 ∈ GT2

]
+ ǫ(u+n−1, n− 1)

(9.3.4)

≤
(
P

[
Iu+

0 ∈ G0

]
+ ǫ+n−1

)2n
+ ǫ(u+n−1, n− 1)

(9.3.2)
=

(
P

[
Iu+

0 ∈ G0

]
+ ǫ+n−1

)2n
+
(
ǫ+n − ǫ+n−1

)2n ≤
(
P

[
Iu+

0 ∈ G0

]
+ ǫ+n

)2n
,

where in the last step we use the inequality am + bm ≤ (a + b)m, which holds for any a, b > 0
and m ∈ N. The proof of (9.2.8) is complete.

9.4 Long ∗-paths of unlikely events are very unlikely

In this section we discuss one of the applications of Theorem 9.5, which will be essential in the
proof of u∗ ∈ (0,∞) in Chapter 10, more specifically, it will be used three times in the proofs of
Propositions 10.2, 10.3, and 10.5.

Let L0 ≥ 1 and L0 = L0 · Zd, For N ≥ 1, x ∈ L0, and a family of events G = (Gy)y∈Zd in F ,
consider the event

A(x,N,G) :=





there exist z(0), . . . , z(m) ∈ L0 such that z(0) = x,
|z(m)− x| > N , |z(i) − z(i− 1)| = L0, for i ∈ {1, . . . ,m},

and Gz(i) occurs for all i ∈ {0, . . . ,m}



 . (9.4.1)
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A L0-valued sequence z(0), . . . , z(m) with the property |z(i)−z(i−1)| = L0 for all i ∈ {1, . . . ,m}
is usually called a ∗-path in L0.
Thus, if A(x,N,G) occurs then there exists a ∗-path z(0), . . . , z(m) in L0 from x to B(x,N)c

such that the event Gz(i) occurs at every vertex z(i) of the ∗-path.
The following theorem states that for shift invariant (Gy)y∈Zd , if the probability to observe a
“pattern” G0 in Iu is reasonably small, then the chance is very small to observe a long ∗-path
z(0), . . . , z(m) in L0 such that the pattern Gz(i) is observed around every point of this path

in Iu(1−δ) or Iu(1+δ) (depending on if Gy are increasing or decreasing, respectively), for any
δ ∈ (0, 1).

Theorem 9.7. Let d ≥ 3 and Dl0
the constant defined in Theorem 9.3. Take L0 ≥ 1, and

consider shift invariant events Gy ∈ σ(Ψz, z ∈ y + [−2L0, 2L0]
d), y ∈ Z

d. Let δ ∈ (0, 1), u > 0,
and l0 ≥ Dl0

a multiple of 100. If the following conditions are satisfied,

f(l0) < 1 + δ, (2l0 + 1)2d · (P [Iu ∈ G0] + ǫ(u(1− δ), l0, L0)) ≤
1

e
, (9.4.2)

where f is defined in (9.2.3), and ǫ in (9.2.9), then there exists C ′ = C ′(u, δ, l0, L0) < ∞ such
that

(a) if Gx are increasing, then for any N ≥ 1,

P

[
Iu(1−δ) ∈ A(0, N,G)

]
≤ C ′ · e−N

1
C′

, (9.4.3)

(b) if Gx are decreasing, then for any N ≥ 1,

P

[
Iu(1+δ) ∈ A(0, N,G)

]
≤ C ′ · e−N

1
C′

. (9.4.4)

Proof of Theorem 9.7. Fix L0 ≥ 1, events (Gy)y∈Zd , u > 0, δ ∈ (0, 1), and l0 ≥ Dl0
a multiple

of 100 satisfying (9.4.2). We will apply Theorem 9.5. For this, recall the definition of scales Ln

from (9.1.2), the corresponding lattices Ln from (9.1.3), and events Gx,n, x ∈ Ln from (9.2.1).

By (9.2.9),
ǫ(u, l0, L0) ≤ ǫ(u−∞, l0, L0) ≤ ǫ(u(1− δ), l0, 1), for all L0 ≥ 1. (9.4.5)

Thus, by the second inequality in (9.4.2) and (9.4.5), the right hand sides of (9.2.7) and (9.2.8)
are bounded from above for every n ≥ 0, by e−2n .

By (9.2.5) and the first inequality in (9.4.2),

(1− δ)u ≤ 1

1 + δ
u ≤ 1

f(l0)
u = u−∞ ≤ u+∞ = f(l0)u ≤ (1 + δ)u. (9.4.6)

Thus, Theorem 9.5 and (9.4.6) imply that for any n ≥ 0,

if Gx are all increasing, then P

[
Iu(1−δ) ∈ G0,n

]
≤ e−2n ,

if Gx are all decreasing, then P

[
Iu(1+δ) ∈ G0,n

]
≤ e−2n .

(9.4.7)

To finish the proof of Theorem 9.7, it suffices to show that

for any n ≥ 0 such that Ln < N , A(0, N,G) ⊆ G0,n. (9.4.8)
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Indeed, if (9.4.8) is settled, we take n such that Ln < N ≤ Ln+1, and obtain with u′ = u(1− δ)
if G0 is increasing, or u′ = u(1 + δ) if G0 is decreasing, that

P

[
Iu′ ∈ A(0, N,G)

] (9.4.8)

≤ P

[
Iu′ ∈ G0,n

] (9.4.7)

≤ e−2n . (9.4.9)

Since Ln+1 ≥ N , we obtain from (9.1.2) that

n ≥ logN − logL0

log l0
− 1 =

logN − log(L0l0)

log l0
. (9.4.10)

On the one hand, we take C ′ such that

(logC ′)C
′ ≥ (L0l0)

2, or, equivalently, C ′ · e−(L0l0)
2
C′ ≥ 1.

It ensures that for any N ≤ (L0l0)
2, the inequalities (9.4.3) and (9.4.4) are trivially satisfied.

On the other hand, for any N ≥ (L0l0)
2, by (9.4.10), n ≥ logN

2 log l0
, and

2n ≥ 2
logN
2 log l0 = N

log 2
2 log l0 .

Thus, if C ′ satisfies C ′ ≥ 2 log l0
log 2 , then by (9.4.9), the inequalities (9.4.3) and (9.4.4) hold also for

all N ≥ (L0l0)
2.

It remains to prove (9.4.8). For n ≥ 0 and x ∈ Ln, consider the event

Ax,n,G :=





there exist z(0), . . . , z(m) ∈ L0 such that |z(0)− x| ≤ Ln
2 ,

|z(m)− x| > Ln, |z(i) − z(i − 1)| = L0, for i ∈ {1, . . . ,m},
and Gz(i) occurs for all i ∈ {0, . . . ,m}



 .

In words, if Ax,n,G occurs then there exists a ∗-path z(0), . . . , z(m) in L0 from B(x, Ln
2 ) to

B(x,Ln)
c such that the event Gz(i) occurs at every vertex z(i) of this path.

Note that for all n such that Ln < N , A(0, N,G) ⊆ A0,n,G. Therefore, (9.4.8) will follow once
we prove that for any n ≥ 0, A0,n,G ⊆ G0,n. This claim is satisfied for n = 0, since Ax,0,G ⊆ Gx

for all x ∈ L0. (Mind that L0 ∩B(x, L0
2 ) = {x}.) Therefore, by (9.2.1), it suffices to prove that

∀ n ≥ 1, x ∈ Ln : Ax,n,G ⊆
⋃

x1,x2∈Λx,n,
|x1−x2|>Ln/100

Ax1,n−1,G ∩Ax2,n−1,G. (9.4.11)

We now prove (9.4.11). By translation invariance, we assume x = 0 without loss of generality.
If ξ ∈ A0,n,G then there is a ∗-path π = (z(0), . . . , z(m)) in L0 such that |z(0)| = Ln

2 , |z(m−1)| =
Ln, and ξ ∈ Gz(i) for all i ∈ {0, . . . ,m}.
Choose x1, x2 ∈ Ln−1 ∩B(0, Ln) (= Λ0,n, see (9.1.4)) such that

|x1 − z(0)| ≤ 1

2
Ln−1 and |x2 − z(m− 1)| ≤ 1

2
Ln−1. (9.4.12)

By (9.1.2), if l0 ≥ 100, then

|x1 − x2|
(9.4.12)

≥ |z(0) − z(m− 1)| − Ln−1 ≥
1

2
Ln −

1

l0
Ln >

Ln

100
. (9.4.13)

By (9.4.12), for i ∈ {1, 2}, an appropriate sub-∗-path πi of π connects B(xi,
Ln−1

2 ) toB(xi, Ln−1)
c

(see Figure 9.2), which implies that ξ ∈ Axi,n−1. Together with (9.4.13), it implies (9.4.11). The
proof of (9.4.8) is complete, and so is the proof of Theorem 9.7.
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z(0) z(m− 1)

π

π1 π2

x1 x2

x

Figure 9.2: An illustration of (9.4.11). The big annulus is B(x,Ln) \ B(x, Ln
2 ). π =

(z(0), . . . , z(m)) is a ∗-path in L0 such that |z(0)| = Ln
2 , |z(m − 1)| = Ln, i.e., π crosses

the big annulus. The vertices x1, x2 ∈ Ln−1∩B(0, Ln) are chosen such that |x1− z(0)| ≤ 1
2Ln−1

and |x2 − z(m − 1)| ≤ 1
2Ln−1. The ∗-paths πi are sub-paths of π that cross the small annuli

B(xi, Ln−1) \B(xi,
Ln−1

2 ) for i ∈ {1, 2}.

9.5 Notes

The decoupling inequalities serve as a powerful tool when it comes to handling the long-range
dependencies of random interlacements. Our Theorem 9.5 is an adaptation of [S12a, Theorem
3.4], which is formulated in a general setting where the underlying graph is of form G×Z (with
some assumptions on G).

The basic decoupling inequalities of Theorem 9.3 serve as a partial substitute for the absence of
a van den Berg-Kesten inequality, see [S12a, Remark 1.5 (3)] for further discussion.

Theorem 9.5 involves a renormalization scheme where the scales grow exponentially. Many
results about random interlacements (and other strongly correlated random fields like the Gaus-
sian free field) are proved using similar renormalization schemes. For example, the seminal
paper [S10] already uses multi-scale renormalization to prove u∗ < +∞, but the scales of the
renormalization scheme of [S10, Section 3] grow faster than exponential. The reason for this is
that the decorrelation results derived in [S10, Section 3] were not yet as strong as the ones we
used.

Our recursion (9.4.11) is a special case of the notion of cascading events, see [S12a, Section 3].
A version of decoupling inequalities that involve the local times of random interlacements is
available, see the Appendix of [DRS12a].
Theorem 9.7 is formulated for monotone events, but in fact similar results hold for convex events
(i.e., intersections of increasing and decreasing events), see [RS11b, Section 5], also in the context
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of Gaussian free field, see [Rod12, Lemma 4.4].
The renormalization scheme of [DRS12b, Section 3] involves scales that grow faster than ex-
ponential, pertains to monotone events, but holds in a general set-up which can be applied to
various percolation models with long-range correlations.
The renormalization method of [PT13, Section 8] allows to deduce exponential decay (as opposed
to the stretched exponential decay of Theorem 9.7) for any model that satisfies a certain strong
form of decorrelation inequalities, see [PT13, Remark 3.4].



Chapter 10

Phase transition of Vu

In this chapter we give the main applications of Theorem 9.7.

Recall from Section 7.1 the notion of the percolation threshold

u∗ = inf{u ≥ 0 : P[0
Vu

←→∞] = 0} = sup{u ≥ 0 : P[0
Vu

←→∞] > 0}. (10.0.1)

We have already seen in Theorem 7.2 that u∗ = u∗(d) > 0 if the dimension of the underlying
lattice Z

d is high enough. In fact, in the proof of Theorem 7.2 we showed that if d is large
enough, then P-almost surely even the restriction of Vu to the plane Z

2 × {0}d−2 contains an
infinite connected component. For the proof of Theorem 7.2, it is essential to assume that d
is large. It turns out that the conclusions of Theorem 9.7 are strong enough to imply that
u∗ ∈ (0,∞) for any d ≥ 3. Proving this fact is the main aim of the current chapter.

Theorem 10.1. For any d ≥ 3,

u∗ ∈ (0,∞).

The statement of Theorem 10.1 is equivalent to the statements that

(a) there exists u <∞ such that P[0
Vu

←→∞] = 0,

(b) there exists u > 0 such that P[0
Vu

←→∞] > 0.

The statement (a) will follow from Proposition 10.2 in Section 10.1, where we show that for
some u < ∞, the probability that there exists a nearest neighbor path in Vu from 0 to B(L)c

decays to 0 stretched exponentially as L → ∞. In the remainder of Section 10.1 we discuss a
possibility of such stretched exponential decay for all u > u∗. While this question is still open,
we provide an equivalent definition for such decay in terms of the threshold u∗∗ ≥ u∗ defined in
(10.1.7), see Proposition 10.3.

The statement (b) will follow from Proposition 10.5 in Section 10.2, where we show that for some
u > 0, there is a positive probability that the connected component of 0 in Vu ∩ Z

2 × {0}d−2 is
infinite.

In the proofs of all the three propositions we will use Theorem 9.7.

We will frequently use the following notation throughout the chapter. For K1,K2 ⊆ Z
d,

{K1
Vu

←→ K2} := {there exists a nearest neighbor path in Vu connecting K1 and K2} (∈ A).

If Ki = {x}, for some x, then we omit the curly brackets around x from the notation.

75
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10.1 Subcritical regime

In this section we prove that u∗ <∞. In fact, the following stronger statement is true.

Proposition 10.2. For any d ≥ 3, there exists u′ < ∞ and C ′ = C ′(u′) < ∞ such that for all
N ≥ 1,

P[0
Vu′

←→ B(N)c] ≤ C ′ · e−N
1
C′

, (10.1.1)

in particular, u∗ <∞.

Proof. The fact that (10.1.1) implies u∗ < ∞ is immediate. Indeed, assume that there exists
u′ <∞ satisfying (10.1.1). Then

P[0
Vu′

←→∞] ≤ lim
N→∞

P[0
Vu′

←→ B(N)c]
(10.1.1)
= 0, (10.1.2)

and by (10.0.1), u∗ ≤ u′ <∞.

To prove (10.1.1), we apply Theorem 9.7 to L0 = 1 and the events Gy = {ξy = 0}, y ∈ Z
d. Then

the event A(0, N,G), see (9.4.1), consists of those ξ ∈ {0, 1}Zd
for which there exists a ∗-path in

Z
d from 0 to B(N)c such that the value of ξ is 0 for each vertex of this ∗-path. In particular,

since any nearest neighbor path is a ∗-path,

{0 Vu′

←→ B(N)c} ⊆ {Iu′ ∈ A(0, N,G)}. (10.1.3)

The events Gy are decreasing, thus if the conditions (9.4.2) are satisfied by some u < ∞,
δ ∈ (0, 1), and l0 ≥ Dl0

a multiple of 100, then by (9.4.4) and (10.1.3),

P[0
Vu(1+δ)

←→ B(N)c] ≤ C ′ · e−N
1
C′

,

i.e., (10.1.1) is satisfied by u′ = u(1 + δ).

We take δ = 1
2 and l0 ≥ Dl0

a multiple of 100 such that f(l0) < 1 + δ, i.e., the first inequality in
(9.4.2) is satisfied. Next, with all other parameters fixed, we take u → ∞ and observe that by
(9.2.9), ǫ(u(1− δ), l0, L0)→ 0, and

P [Iu ∈ G0] = P[0 ∈ Vu] = e−u·cap(0) → 0, u→∞.

Thus, the second inequality in (9.4.2) holds if u is sufficiently large. The proof of Proposition 10.2
is complete.

In Proposition 10.2 we showed that for large enough u > u∗, there is a stretched exponential

decay of the probability of the event {0 Vu

←→ B(N)c}. It is natural to ask if such stretched
exponential decay holds for any u > u∗. Namely, is it true that for any u > u∗ there exists
C ′ = C ′(u) < ∞ such that (10.1.1) holds? This question is still open. Further we provide a
partial answer to it. Let

use := inf
{
u′ : there exists C ′ = C ′(u′) <∞ such that (10.1.1) holds

}
. (10.1.4)

Note that by (10.1.2) and (10.1.4), any u′ > use also satisfies u′ ≥ u∗. Thus use ≥ u∗.
Further, we introduce another threshold u∗∗ ≥ u∗ in (10.1.7), which involves probabilities of
crossings of annuli by nearest neighbor paths in Vu. We prove in Proposition 10.3 that u∗∗ = use.
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This equivalence will allow us to provide a heuristic argument to why one should expect the
equality u∗ = u∗∗ = use, see Remark 10.4.

Define the event
Au

L =
{
B(L/2)

Vu

←→ B(L)c
}
, (10.1.5)

i.e., there is a nearest neighbor path of vacant vertices at level u crossing the annulus with inner
radius 1

2L and outer radius L. Note that

P[Au
L] ≤

∑

x∈B(L/2)

P[x
Vu

←→ B(L)c] ≤ |B(L/2)| · P[0 Vu

←→ B(L/2)c]. (10.1.6)

Thus, it follows from Proposition 10.2 that for some u <∞, limL→∞ P[Au
L] = 0. Define

u∗∗ = inf{u ≥ 0 : lim inf
L→∞

P[Au
L] = 0} <∞. (10.1.7)

By (10.1.7),
∀ u < u∗∗ : lim inf

L→∞
P[Au

L] > 0, (10.1.8)

and by (6.2.5) and (10.1.7),

∀ u > u∗∗ : lim inf
L→∞

P[Au
L] = 0. (10.1.9)

Indeed, if u > u∗∗ then by (10.1.7), there exists u∗∗ ≤ u′ ≤ u such that lim infL→∞ P[Au′

L ] = 0,
but by (6.2.5), P[Au

L ⊆ Au′

L ] = 1, which implies that lim infL→∞ P[Au
L] ≤ lim infL→∞ P[Au′

L ] = 0.

It is immediate from (10.1.9), (10.0.1), and the inclusion {0 Vu

←→ ∞} ⊆ Au
L that u∗∗ defined

in (10.1.7) is ≥ u∗, since any u > u∗∗ must also be ≥ u∗. Next, we prove that u∗∗ defined in
(10.1.7) satisfies (10.1.4).

Proposition 10.3. For any d ≥ 3,
use = u∗∗.

Proof. The fact that use ≥ u∗∗ is immediate from (10.1.6). Indeed, any u′ > use also satisfies
u′ ≥ u∗∗.

To prove that use ≤ u∗∗, it suffices to show that any u′ > u∗∗ satisfies (10.1.1). The proof of this
fact involves an application of Theorem 9.7.
We fix δ ∈ (0, 1) and u > u∗∗, and for L0 ≥ 1, define Gy as the event that there exist
z(0), . . . , z(m) ∈ Z

d such that |z(0) − y| ≤ L0
2 , |z(m) − y| > L0, |z(i) − z(i − 1)|1 = 1 for

i ∈ {1, . . . ,m}, and ξz(i) = 0 for all i ∈ {0, . . . ,m}. In words, Gy consists of those ξ ∈ {0, 1}Zd

for which there exists a nearest neighbor path from B(y, L0/2) to B(y, L0)
c such that the value

of ξ is 0 at all the vertices of this path.
Note that Gy are decreasing, thus if the parameters L0, u, δ, and l0 satisfy (9.4.2), then by
(9.4.4), there exists C ′ = C ′(u, δ, l0, L0) <∞ such that for all N ≥ 1,

P[Iu(1+δ) ∈ A(0, N,G)] ≤ C ′ · e−N
1
C′

. (10.1.10)

Since u and δ are fixed, we only have freedom to choose l0 and L0. We take l0 = l0(δ) such that
the first inequality in (9.4.2) is fulfilled. Note that by (9.2.9), limL0→∞ ǫ(u(1 − δ), l0, L0) = 0,
and since u > u∗∗,

lim inf
L0→∞

P[Iu ∈ G0] = lim inf
L0→∞

P[Au
L0
]
(10.1.9)
= 0.
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Thus, there exists L0 = L0(u, δ) such that the second inequality in (9.4.2) holds. In particular,
(10.1.10) holds for any given u > u∗∗ and δ ∈ (0, 1) with some C ′ = C ′(u, δ). Since

A
u(1+δ)
N ⊆ {Iu(1+δ) ∈ A(0, N,G)},

we have proved that for any u > u∗∗ and δ ∈ (0, 1), there exists C ′ = C ′(u, δ) such that u(1+ δ)
satisfies (10.1.1).

To finish the proof, for any u′ > u∗∗, we take u = u(u′) ∈ (u∗∗, u
′) and δ = δ(u′) ∈ (0, 1) such

that u′ = u(1 + δ). It follows from what we just proved that there exists C ′ = C ′(u′) <∞ such
that u′ satisfies (10.1.1). Thus u′ ≥ use. The proof of Proposition 10.3 is complete.

We finish this section with a remark about the relation between u∗ and u∗∗.

Remark 10.4. We know from above Proposition 10.3 that u∗ ≤ u∗∗. Assume that the inequality
is strict, i.e., there exists u ∈ (u∗, u∗∗). Then by (10.1.8), there exists c = c(u) > 0 such
that for all large L, P[Au

L] > c, with Au
L defined in (10.1.5). Note that Au

2L implies that at
least one of the vertices on the boundary of B(L) is connected to B(2L)c by a path in Vu.
Thus, P[Au

2L] ≤ CLd−1 · P[0 Vu

←→ B(L)c]. We conclude that for any u ∈ (u∗, u∗∗), there exists
c′ = c′(u) > 0 such that as L→∞,

c′ · L−(d−1)
(u<u∗∗)

≤ P[0
Vu

←→ B(L)c]
(u>u∗)−→ 0.

In other words, if u∗ < u∗∗, then the subcritical regime is divided into two subregimes (u∗, u∗∗),

where P[0
Vu

←→ B(L)c] decays to 0 at most polynomially, and (u∗∗,∞), where it decays to 0 at
least stretched exponentially. To the best of our knowledge, there are currently no “natural”
percolation models known for which both subregimes are non-degenerate, e.g., in the case of
Bernoulli percolation, the subregime of at most polynomial decay is empty, see, e.g., [G99,
Theorem 5.4]. We do not have good reasons to believe that u∗ < u∗∗, therefore we think that the
equality should hold.

For further discussion on the history of the definition of u∗∗ and aspects of the question u∗
?
= u∗∗,

see Section 10.3.

10.2 Supercritical regime

In this section we prove that u∗ > 0 for all d ≥ 3, which extends the result of Theorem 7.2. As in
the proof of Theorem 7.2, the result will follow from the more general claim about the existence
of an infinite connected component in the restriction of Vu to the plane F = Z

2 × {0}d−2, if u
is sufficiently small.

Proposition 10.5. For any d ≥ 3, there exists u′ > 0 such

P[0
Vu′∩F←→ ∞] > 0. (10.2.1)

In particular, u∗ ≥ u′ > 0.

Proof. The fact that u∗ > u′ for any u′ satisfying (10.2.1) is immediate from (10.0.1), thus we
will focus on proving the existence of such u′ > 0.
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As in the proof of Theorem 7.2, we will use planar duality and a Peierls-type argument in
combination with Theorem 9.7. Let L0, u, δ, l0 be parameters as in Theorem 9.7, which will be
specified later. For L0 ≥ 1 and y ∈ Z

d, we define

Gy =
2⋃

k=1

⋃

z∈y+Ck

{
ξ ∈ {0, 1}Zd

: ξz = 1
}
, (10.2.2)

where

Ck = {0}k−1 × {−L0, . . . , L0} × {0}d−k

is the segment of length 2L0 centered at the origin of Zd and parallel to the k-th coordinate
direction, and y+Ck is the translation of Ck by y ∈ Z

d. We will also use the notation C := C1∪C2
for the “cross” at the origin of Zd. Thus, event Gy consists of those ξ which take value 1 in at
least one vertex of the cross y + C.

Assume for a moment that

there exist L0, u, δ, l0 satisfying (9.4.2), with the events (Gy)y∈Zd as in (10.2.2). (10.2.3)

The events Gy are increasing, therefore by (9.4.3) and (10.2.3), there exists C ′ = C ′(u, δ, l0, L0) <
∞ such that

P

[
Iu(1−δ) ∈ A(0, N,G)

]
≤ C ′ · e−N

1
C′

. (10.2.4)

Fix L0, u, δ, l0 as in (10.2.3), and define u′ = u(1 − δ). Recall that F = Z
2 × {0}d−2. We will

prove that

P[Vu′ ∩ F contains an infinite connected component ] > 0, (10.2.5)

Once we are done with (10.2.5), the argument from the proof of Proposition 7.1 implies that
(10.2.5) is equivalent to P[Vu′∩F contains an infinite connected component ] = 1, which in turn
is equivalent to (10.2.1). Now we prove (10.2.5).

• By (10.2.2), the event Gc
y consists of those ξ ∈ {0, 1}Zd

which take value 0 at all the
vertices of the cross y + C. Note that for any y, y′ ∈ L0 ∩ F with |y − y′|1 = L0, their
crosses overlap, where L0 = L0 · Zd. Therefore, if the set {y ∈ L0 ∩ F : ξ ∈ Gc

y} contains
an infinite nearest neighbor path z(0), z(1), . . . in L0 ∩ F , then the set ∪i≥0(z(i) + C) is
infinite, connected in F , and the value of ξ at every vertex of this set is 0.

• It follows from planar duality in L0 ∩ F (similarly to (7.2.3)) that B(L) is not connected
to infinity by a nearest neighbor path z(0), z(1), . . . in L0∩F such that for all i ≥ 0, event
Gz(i) does not occur, if and only if there is a ∗-circuit (a ∗-path with the same starting
and ending vertices) z′(0), . . . , z′(m) in L0 ∩ F surrounding B(L) ∩ F in F such that for
every i ∈ {0, . . . ,m}, the event Gz′(i) occurs.

• If there is a ∗-circuit z′(0), . . . , z′(m) in L0 ∩ F surrounding B(L) ∩ F in F such that
for every i ∈ {0, . . . ,m}, event Gz′(i) occurs, then there exist i ∈ {0, . . . ,m} such that
|z′(i)− z′(0)| ≥ |z′(0)|. In particular, the event A(z′(0), |z′(0)|, G) occurs, see (9.4.1).



80 CHAPTER 10. PHASE TRANSITION OF VU

The combination of the above three statements implies that for any L ≥ 1

P

[
B(L) is not connected to infinity in Vu′ ∩ F

]

≤ P

[
B(L) is not connected to infinity in L0 ∩ F

by a nearest neighbor path z(0), z(1), . . . such that for all i ≥ 0, Iu′ ∈ Gc
z(i)

]

= P

[
there exists a ∗-circuit z′(0), . . . , z′(m) in L0 ∩ F

surrounding B(L) ∩ F in F and such that for all i ∈ {0, . . . ,m}, Iu′ ∈ Gz′(i)

]

≤ P

[
there exists x ∈ L0 ∩ F ∩B(L)c such that Iu′ ∈ A(x, |x|, G)

]

(10.2.4)

≤
∑

x∈L0∩F∩B(L)c

C ′e−|x|
1
C′

.

The sum on the right-hand side is finite for L = 0, so it converges to zero as L → ∞. In
particular, there is an L, for which it is less than 1, which implies (10.2.5).

It remains to prove (10.2.3).
We choose δ = 1

2 and l0 ≥ Dl0
a multiple of 100 (with Dl0

defined in Theorem 9.3) such that the
first inequality in (9.4.2) holds.
To satisfy the second inequality in (9.4.2), we still have the freedom to choose L0 and u. We
will choose them in such a way that

P [Iu ∈ G0] ≤
1

(2l0 + 1)2d · 2e, ǫ(u(1− δ), l0, L0) ≤
1

(2l0 + 1)2d · 2e . (10.2.6)

The inequalities in (10.2.6) trivially imply the second inequality in (9.4.2).

First of all, we observe that for k ∈ {1, 2},

cap(Ck)
(2.2.8),(2.3.13)

≤ CL0∑
1≤j≤L0

j2−d
≤
{ CL0

lnL0
, if d = 3,

CL0, if d ≥ 4.

In fact, one can prove similar lower bounds on cap(Ck), but we will not need them here. It
follows from (2.3.4) that

cap(C) ≤ cap(C1) + cap(C2) ≤
{ CL0

lnL0
, if d = 3,

CL0, if d ≥ 4.
(10.2.7)

Thus,

P [Iu ∈ G0] = 1− P [Vu ∩ C = ∅] = 1− e−u·cap(C)

≤ u · cap(C)
(10.2.7)

≤
{ CuL0

lnL0
, if d = 3,

CuL0, if d ≥ 4.
(10.2.8)

On the other hand, by (9.2.9),

ǫ(u(1 − δ), l0, L0) ≤ ǫ

(
1

2
u, 1, L0

)
=

2e−
1
2
uLd−2

0

1− e−
1
2
uLd−2

0

. (10.2.9)

To satisfy (10.2.6), we need to choose u and L0 so that each of the right hand sides of (10.2.8)
and (10.2.9) is smaller than 1

(2l0+1)2d·2e
. We can achieve this by choosing u as the function of

L0:

u = u(L0) =





√
ln(L0)

L0
, if d = 3,

L
− 3

2
0 , if d ≥ 4.

(10.2.10)
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With this choice of u, the right hand sides of both (10.2.8) and (10.2.9) tend to 0 as L0 → ∞.
Thus, for large enough L0 and u = u(L0) as in (10.2.10), the inequalities in (10.2.6) are satisfied,
and (10.2.3) follows. The proof of Proposition 10.5 is complete.

10.3 Notes

The phase transition of the vacant set Vu is the central topic of the theory of random interlace-
ments. Let us now give a historical overview of the results presented in this section as well as
brief outline of other, related results.

The finiteness of u∗ for d ≥ 3 and the positivity of u∗ for d ≥ 7 were proved in [S10, Theorems
3.5, 4.3], and the latter result was extended to all dimensions d ≥ 3 in [SidSz09, Theorem 3.4].

In contrast to the percolation phase transition of the vacant set Vu, the graph spanned by
random interlacements Iu at level u is almost surely connected for any u > 0, as we have
already discussed in Section 6.4.

The main result of [T09a] is that for any u < u∗, the infinite component of Vu is almost surely
unique. The proof is a non-trivial adaptation of the Burton-Keane argument, because the law
of Vu does not satisfy the so-called finite energy property, see [S10, Remark 2.2 (3)].

As alluded to in Section 6.4 already, one can define random interlacements on more general
transient graphs than Z

d, d ≥ 3, which can lead to interesting open questions on the non-
triviality of u∗. As an example, in the case of random interlacements on the graph G × Z,
where G is the discrete skeleton of the Sierpinski gasket, it is still not known whether the
corresponding parameter u∗ is strictly positive; see [S12a] for more details of the construction
of random interlacements on such G× Z, and in particular Remark 5.6 (2) therein.

The first version of the definition of u∗∗ appeared in [S09b, (0.6)], and a stretched exponential
upper bound on the connectivity function of Vu for u > u∗∗ was first proved in [SidSz10, Theorem
0.1]. The definition of u∗∗ has been subsequently weakened multiple times. Our definition of
u∗∗ is a special case of definition [S12a, (0.10)] and our proof of Proposition 10.3 is a special
case of [S12a, Theorem 4.1], because the results of [S12a] are about random interlacements on a
large class of graphs of form G×Z, while our results are only about the special case G = Z

d−1.
Currently, the weakest definition of u∗∗ on Z

d is [PT13, (3.6)], and the strongest subcriticality
result is an exponential upper bound (with logarithmic corrections if d = 3) on the connectivity
function of Vu for u > u∗∗, see [PT13, Theorem 3.1].

The question u∗
?
= u∗∗ is currently still open for random interlacements on Z

d, but u∗ = u∗∗ does
hold (and the value of u∗ is explicitly known) if the underlying graph is a regular tree, see [T09b,
Section 5]. The exact value of u∗ on Z

d is not known and probably there is no simple formula
for it. However, the following high-dimensional asymptotics are calculated in [Sz11a, Sz11b]:

lim
d→∞

u∗(d)

ln(d)
= lim

d→∞

u∗∗(d)

ln(d)
= 1.

The supercritical phase u < u∗ of interlacement percolation has also received some attention. It
is known that for any u < u∗, the infinite connected component of Vu is almost surely unique
(see [T09a]). One might wonder if the infinite component is locally unique in large boxes. In
[T11] (for d ≥ 5) and in [DRS12a] (for d ≥ 3) it is proved (among other local uniqueness results)
that for small enough values of u we have

P [0
Vu

←→ B(L)c | 0
Vu

6↔ ∞] ≤ κ · e−L1/κ
.
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Properties of Vu become rather different from that of Bernoulli percolation if one considers large
deviations, see [LSz13a, LSz13b]. For example, for a supercritical value of u, the exponential cost

of the unlikely event {B(L)
Vu

6↔ ∞} is of order at most Ld−2 (see [LSz13b, Theorem 0.1]), while
in the case of Bernoulli percolation, the exponential cost of the analogous unlikely disconnection
event is proportional to Ld−1.



Chapter 11

Coupling of point measures of

excursions

In this chapter we prove Theorem 9.3. It will follow from Theorem 8.9 as soon as we show that
for some K1 and K2 such that GTi ∈ σ(Ψz, z ∈ Ki), and for a specific choice of U1, U2, S1, S2

satisfying (8.3.1) and (8.3.2), there exists a coupling of point measures ζ∗∗− (see (8.3.10)) and
ζ∗
−,+ (see (8.3.12)) such that the condition (8.4.1) is satisfied with ǫ = ǫ(u−, n), where ǫ(u−, n)
is defined in (9.1.11).

The existence of such coupling is stated in Theorem 11.4.

11.1 Choice of sets

Consider the geometric length-scales Ln defined in (9.1.2) and associated to them lattices Ln
defined in (9.1.3), and recall from Definition 9.1 the notion of a proper embedding T of a dyadic
tree into Z

d.

For n ≥ 0, x∅ ∈ Ln+1, and T ∈ Λ̃x∅,n+1, we define the sets

Ki =
⋃

m∈T(n)

B(Ti(m), 2L0), i = 1, 2, (11.1.1)

i.e., the sets K1 and K2 are the unions of L0-scale boxes surrounding the images of the leaves
of Tn under T1 and T2, respectively.

Remark 11.1. Our motivation for such a choice of Ki is that eventually we want to prove The-
orem 9.3 by applying Theorem 8.9 to events GT1 and GT2 (see the discussion below the statement
of Theorem 9.3). By (9.1.1) and the choice of events (Gx)x∈Zd in the statement of Theorem 9.3,
the event GTi is measurable with respect to the sigma-algebra σ(Ψz, z ∈

⋃
m∈T(n)

B(Ti(m), 2L0)).

Thus, by taking Ki as in (11.1.1), GTi is indeed measurable with respect to σ(Ψz, z ∈ Ki), as
required in the statement of Theorem 8.9.

Next, we define

Ui := B
(
T (i), Ln+1

1000

)
, i = 1, 2, U := U1 ∪ U2. (11.1.2)

The sets Ui are Ln+1-scale boxes centered at the images of the children of the root of Tn+1

under the proper embedding T ∈ Λ̃x,n+1. By the choice of scales in (9.1.2) and Definition 9.1,

namely using that |T (1)− T (2)| > Ln+1

100 , we see that Ui ⊇ Ki and U1 ∩U2 = ∅. In other words,
the sets Ui satisfy the requirement (8.3.1).

83
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Finally, we consider sets S1, S2 ⊂ Z
d and S := S1 ∪ S2 satisfying the following conditions:

Ki ⊆ Si ⊆ B
(
T (i), Ln+1

2000

)
(⊆ Ui), i = 1, 2, (11.1.3)

and
1

2
· (n+ 1)−

3
2 · l

3
4
(d−2)

0 · Ld−2
n ≤ cap(S) ≤ 2 · (n+ 1)−

3
2 · l

3
4
(d−2)

0 · Ld−2
n . (11.1.4)

Remark 11.2. Condition (11.1.4) might look very mysterious at the moment. It is a technical
condition which ensures that

• for the choice of u− and u+ as in (9.1.8), on the one hand S is not too large, so that the
total mass of the point measure of excursions ζ∗∗− (see (8.3.10)) is not too big in comparison
with the total mass of the point measure of excursions ζ∗−,+ (see (8.3.12));

• on the other hand the bigger S is, the better the estimate on the probability in (8.4.1) we
can get.

Condition (11.1.4) will not be used until the proof of Lemma 11.10, thus we postpone further
discussion of these restrictions on cap(S) until Remark 11.11.

We invite the reader to prove that a choice of S1 and S2 satisfying (11.1.3) and (11.1.4) actually
exists, by solving the following exercise.

Exercise 11.3. (a) Use (2.3.4) and (2.3.12) to show that for any K̃ ⊂⊂ Z
d and x ∈ Z

d,

cap(K̃) ≤ cap(K̃ ∪ {x}) ≤ cap(K̃) +
1

g(0)
.

(b) Let U ′ = B
(
T (1), Ln+1

2000

)
∪B

(
T (2), Ln+1

2000

)
. Use (2.3.14) and (2.3.4) to show that

cap(K1 ∪K2) ≤ C2n+1Ld−2
0 , cap(U ′) ≥ c · Ld−2

n+1 = c · (ln+1
0 )d−2 · Ld−2

0 .

11.2 Coupling of point measures of excursions

In this section we state and prove Theorem 11.4 about the existence of a coupling of the point
measures ζ∗∗− and ζ∗−,+ for the specific choice of u− and u+ as in (9.1.8), Ki as in (11.1.1),
Ui as in (11.1.2), Si as in (11.1.3) and (11.1.4), such that this coupling satisfies (8.4.1) with
ǫ = ǫ(u−, n) defined in (9.1.11). The combination of Theorems 8.9 and 11.4 immediately implies
Theorem 9.3, see Section 11.3.

Theorem 11.4. Let d ≥ 3. There exist constants Dl0
= Dl0

(d) < ∞ and Du = Du(d) < ∞
such that for all n ≥ 0, L0 ≥ 1, l0 ≥ Dl0

a multiple of 100, x∅ ∈ Ln+1, T ∈ Λ̃x∅,n+1, if u−
and u+ satisfy (9.1.8), Ki are choisen as in (11.1.1), Ui as in (11.1.2), and Si as in (11.1.3)
and (11.1.4), then there exists a coupling (ζ̂∗∗− , ζ̂∗−,+) of point measures ζ∗∗− and ζ∗−,+ on some

probability space (Ω̂, Â, P̂) satisfying

P̂

[
ζ̂∗∗− ≤ ζ̂∗−,+

]
≥ 1− ǫ(u−, n), (11.2.1)

where ǫ(u−, n) is defined in (9.1.11).
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The proof of Theorem 11.4 is split into several steps. We first compare the intensity measures
of relevant Poisson point processes in Section 11.2.1. Then in Section 11.2.2 we construct a
coupling (ζ̂∗∗− , ζ̂∗

−,+) of ζ
∗∗
− and ζ∗

−,+ with some auxiliary point measures Σ− and Σ1
−,+ such that

almost surely, ζ̂∗∗− ≤ Σ− and Σ1
−,+ ≤ ζ̂∗

−,+. The point measures Σ− and Σ1
−,+ are constructed in

such a way that Σ− ≤ Σ1
−,+ if the total mass N− of Σ− does not exceed the total mass N1

−,+

of Σ1
−,+, see Remark 11.9. Finally, in Section 11.2.3 we prove that N− ≤ N1

−,+ with probability
≥ 1−ǫ(u−, n), which implies that the coupling constructed in Section 11.2.2 satisfies (11.2.1). We
collect the results of Sections 11.2.1–11.2.3 in Section 11.2.4 to finish the proof of Theorem 11.4.

The choice of constant Du = Du(d) in the statement of Theorem 11.4 is made in Lemma 11.10
(see (11.2.43) and (11.2.44)), and the choice of constant Dl0

= Dl0
(d) in the statement of

Theorem 11.4 is made in Lemmas 11.5 (see (11.2.9)) and 11.10 (see (11.2.43)), see (11.2.45).

11.2.1 Comparison of intensity measures

Recall the definition of the Poisson point processes ζ̃jκ, j ≥ 1, κ ∈ {−,+}, from (8.3.8), as the
images of the Poisson point processes ζjκ (see (8.3.3)) under the maps φj (see (8.3.6)). In words,

every trajectory from the support of ζjκ performs exactly j excursions from S to U c, and the
map φj collects all these excursions into a vector of j excursions in the space Cj (see (8.3.5)).

Let ξ̃jκ be the intensity measure of the Poisson point process ζ̃jκ, which is a finite measure on
Cj, and let ξ̃j−,+ be the intensity measure of the Poisson point process ζ̃j+ − ζ̃j−. The aim of this

section is to provide bounds on ξ̃j− and ξ̃1−,+ in terms of

Γ(◦) := PẽS [(X·)0≤ ·≤TU
= ◦ ], (11.2.2)

which is the probability distribution on the space C of finite excursions from S to U c such
that the starting point of a random trajectory γ with distribution Γ is chosen according to the
normalized equilibrium measure ẽS , and the excursion evolves like simple random walk up to its
time of first exit out of U . The result is summarized in the following lemma.

Lemma 11.5 (Comparison of intensity measures). Let d ≥ 3. There exist constants D′
l0

=
D′

l0
(d) < ∞ and DS = DS(d) < ∞ such that for all 0 < u− < u+, n ≥ 0, L0 ≥ 1, l0 ≥ D′

l0
a

multiple of 100, x∅ ∈ Ln+1, T ∈ Λ̃x∅,n+1, if Ui are chosen as in (11.1.2), and Si as in (11.1.3),
then

ξ̃1
−,+ ≥

u+ − u−
2

cap(S) · Γ, (11.2.3)

ξ̃j− ≤ u−cap(S) ·
(
DScap(S)

Ld−2
n+1

)j−1

· Γ⊗j , j ≥ 2. (11.2.4)

Remark 11.6. The relations (11.2.4) compare the “complicated” intensity measure ξ̃j− on Cj
to the “simple” measure Γ⊗j on Cj. Under the probability measure ξ̃j−(·)/ξ̃j−(Cj), the coordi-
nates of the j-tuple (w1, . . . , wj) are correlated, while under the probability measure Γ⊗j(·), the
coordinates of the j-tuple (w1, . . . , wj) are independent.

Remark 11.7. The constant D′
l0
is specified in (11.2.9), and DS in (11.2.18) (see also (11.2.15)

and (11.2.17)).

Proof of Lemma 11.5. We first provide useful expressions for the measures ξ̃1
−,+ and ξ̃j−. By

Exercise 5.6(b), (6.2.7) and (6.2.8), the intensity measures on W+ of the Poisson point processes
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ζj−, and ζj+ − ζj−, j ≥ 1, (see (8.3.3)) are given by

ξj− := u−1{Rj <∞ = Rj+1}PeS , j ≥ 1,

ξj−,+ := (u+ − u−)1{Rj <∞ = Rj+1}PeS , j ≥ 1.
(11.2.5)

Further, by Exercise 5.6(c), (11.2.5), and the identity

cap(S)PẽS

(2.3.3)
= PeS ,

the intensity measure ξ̃j− on Cj of the Poisson point process ζ̃j−, j ≥ 1, is given by

ξ̃j−(w
1, . . . , wj) = u−cap(S) · PẽS

[
Rj <∞ = Rj+1,

∀1 ≤ k ≤ j : (XRk
, . . . ,XDk

) = wk

]
, (11.2.6)

and the intensity measure ξ̃1−,+ on C of the Poisson point process ζ̃1+ − ζ̃1− is given by

ξ̃1−,+(w) = (u+ − u−)cap(S) · PẽS [(X0, . . . ,XTU
) = w, HS ◦ θTU

=∞] . (11.2.7)

Recall the notions of the exterior and interior boundaries of a set from (2.1.1) and (2.1.2),
respectively.

We begin with the proof of (11.2.3). By (11.2.7) and (11.2.2) we only need to check that there
is a D′

l0
= D′

l0
(d) <∞ such that for any l0 ≥ D′

l0
,

∀ w ∈ C : PẽS [(X0, . . . ,XTU
) = w, HS ◦ θTU

=∞] ≥ 1

2
PẽS [(X0, . . . ,XTU

) = w] . (11.2.8)

By the strong Markov property applied at the stopping time TU we get

PẽS [(X0, . . . ,XTU
) = w, HS ◦ θTU

=∞] ≥ PẽS [(X0, . . . ,XTU
) = w] min

x∈∂extU
Px [HS =∞] .

Thus, (11.2.8) will follow, once we prove that for l0 ≥ D′
l0
,

min
x∈∂extU

Px [HS =∞] ≥ 1

2
or equivalently max

x∈∂extU
Px [HS <∞] ≤ 1

2
.

We compute

max
x∈∂extU

Px [HS < +∞]
(2.3.6)
= max

x∈∂extU

∑

y∈S

g(x, y)eS(y) ≤ max
x∈∂extU, y∈S

g(x, y) ·
∑

y∈S

eS(y)

(2.3.2)
= max

x∈∂extU, y∈S
g(x, y) · cap(S)

(∗)
≤ max

|z|≥
Ln+1
2000

g(z) · cap(S)

(2.2.8)

≤ c · (Ln+1)
2−dcap(S)

(11.1.4)

≤ c · (Lnl0)
2−d · 2Ld−2

n l
3
4
(d−2)

0

= 2c · l
1
4
(2−d)

0

(∗∗)

≤ 1

2
. (11.2.9)

In the equation marked by (∗) we used the fact that (11.1.2) and (11.1.3) imply that for all
x ∈ ∂extU , y ∈ S, |x− y| ≥ Ln+1

2000 . We choose D′
l0
= D′

l0
(d) such that (∗∗) holds for all l0 ≥ D′

l0
.

The proof of (11.2.3) is complete.
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We now proceed with the proof of (11.2.4). By (11.2.6) and (11.2.2) we only need to check that
there exists DS = DS(d) <∞ such that for any vector of excursions (w1, . . . , wj) ∈ Cj ,

PẽS

[
Rj <∞ = Rj+1, ∀1 ≤ k ≤ j : (XRk

, . . . ,XDk
) = wk

]
≤
(
DScap(S)

Ld−2
n+1

)j−1

·
j∏

k=1

Γ(wk).

In fact we will prove by induction on j the slightly stronger result that there exists DS such that
for any vector of excursions (w1, . . . , wj) ∈ Cj ,

PẽS

[
Rj <∞, ∀1 ≤ k ≤ j : (XRk

, . . . ,XDk
) = wk

]
≤
(
DScap(S)

Ld−2
n+1

)j−1

·
j∏

k=1

Γ(wk). (11.2.10)

The inequality (11.2.10) is satisfied with equality for j = 1:

PẽS

[
R1 <∞, (XR1 , . . . ,XD1) = w1

]
= PẽS

[
(X0, . . . ,XTU

) = w1
] (11.2.2)

= Γ(w1).

Thus, it remains to prove the following induction step for j ≥ 2:

PẽS

[
Rj <∞, ∀1 ≤ k ≤ j : (XRk

, . . . ,XDk
) = wk

]

≤ PẽS

[
Rj−1 <∞, ∀1 ≤ k ≤ j − 1 : (XRk

, . . . ,XDk
) = wk

]
· DScap(S)

Ld−2
n+1

· Γ(wj). (11.2.11)

By the strong Markov property at time Dj−1,

PẽS

[
Rj <∞, ∀1 ≤ k ≤ j : (XRk

, . . . ,XDk
) = wk

]

≤ PẽS

[
Rj−1 <∞, ∀1 ≤ k ≤ j − 1 : (XRk

, . . . ,XDk
) = wk

]

· max
x∈∂extU

Px[R1 <∞, (XR1 , . . . ,XD1) = wj ].

Thus, (11.2.11) reduces to showing that

max
x∈∂extU

Px[R1 <∞, (XR1 , . . . ,XD1) = wj ] ≤ DScap(S)

Ld−2
n+1

· Γ(wj). (11.2.12)

In fact, in order to prove (11.2.12), we only need to check that there exists DS = DS(d) < ∞
such that for all y ∈ S,

max
x∈∂extU

Px[HS <∞, XHS
= y] ≤ DScap(S)

Ld−2
n+1

· ẽS(y)
(
= DSL

2−d
n+1 · eS(y)

)
. (11.2.13)

Indeed, if (11.2.13) holds, then by the strong Markov property at time R1,

max
x∈∂extU

Px[R1 <∞, (XR1 , . . . ,XD1) = wj ]

= max
x∈∂extU

Px[HS <∞, XHS
= wj(0)] · Pwj(0)[(X0, . . . ,XTU

) = wj ]

≤ DScap(S)

Ld−2
n+1

· ẽS(wj(0)) · Pwj(0)[(X0, . . . ,XTU
) = wj ] =

DScap(S)

Ld−2
n+1

· PẽS [(X0, . . . ,XTU
) = wj ]

(11.2.2)
=

DScap(S)

Ld−2
n+1

· Γ(wj),
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which is precisely (11.2.12).

It remains to prove (11.2.13). Fix y ∈ S. We will write {XHS
= y} for {HS < ∞, XHS

= y}.
From (6.1.13) we get

cap(U) · min
x∈∂intU

Px[XHS
= y] ≤ eS(y) ≤ cap(U) · max

x∈∂intU
Px[XHS

= y], (11.2.14)

since ẽU is a probability measure supported on ∂intU .
Note that

cap(U)
(2.3.12)

≥ cap(U1)
(11.1.2)
= cap

(
B
(
0,

Ln+1

1000

)) (2.3.14)

≥ ĉ · Ld−2
n+1. (11.2.15)

Define
h(x) = Px[XHS

= y]. (11.2.16)

In order to show (11.2.13), we only need to check that

∃ Ĉ = Ĉ(d) < +∞ : max
x∈∂extU

h(x) ≤ Ĉ · min
x∈∂intU

h(x), (11.2.17)

because then we have

max
x∈∂extU

Px[XHS
= y] ≤ Ĉ · min

x∈∂intU
Px[XHS

= y]
(11.2.14)

≤ Ĉ · eS(y)

cap(U)

(11.2.15)

≤ Ĉ

ĉ
· L2−d

n+1 · eS(y)

=: DS · L2−d
n+1 · eS(y), (11.2.18)

which is precisely (11.2.13).

It only remains to show (11.2.17). The proof will follow from the Harnack inequality (see
Lemma 2.3) and a covering argument.
Note that the function h defined in (11.2.16) is harmonic on Sc, which can be shown similarly
to (2.2.6). Recall from (9.1.6), (11.1.2) and (11.1.3) that

Si ⊆ B
(
T (i), Ln+1

2000

)
⊆ B

(
T (i), Ln+1

1000

)
= Ui, i ∈ {1, 2}, S = S1 ∪ S2, U = U1 ∪ U2,

T (1),T (2) ∈ B(x∅, Ln+1) ∩ Ln, |T (1) − T (2)| > Ln+1

100
,

where x∅ ∈ Ln+1 is the image of the root of T as defined in the statement of Theorem 11.4.
Let us define

Λ =
Ln+1

4000
Z
d ∩ (B(x∅, 2Ln+1) \ U) . (11.2.19)

Note the following facts about Λ, also illustrated by Figure 11.1:

|Λ| ≤ 8001d, (11.2.20)

∂extU ∪ ∂intU ⊆
⋃

x′∈Λ

B
(
x′,

Ln+1

4000

)
=: Ũ , (11.2.21)

Λ spans a connected subgraph of the lattice
Ln+1

4000
Z
d (11.2.22)

⋃

x′∈Λ

B
(
x′,

Ln+1

2000

)
⊆ Sc. (11.2.23)
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U1U1

U2

S1

S2

Figure 11.1: An illustration of the properties (11.2.20)–(11.2.23) of the set Λ, defined in (11.2.19).
The dots represent elements of Λ and the big box is B(x∅, 2Ln+1).

Now by (11.2.23) we see that we can apply Lemma 2.3 to obtain

∀ x′ ∈ Λ : max
x∈B(x′,

Ln+1
4000

)

h(x) ≤ CH · min
B(x′,

Ln+1
4000

)

h(x).

Using (11.2.22) we can form a chain of overlapping balls of form B(x′, Ln+1

4000 ), x
′ ∈ Λ, to connect

any pair of vertices x1, x2 ∈ Ũ . The number of balls used in such a chain is certainly less than
or equal to |Λ|, thus we obtain

max
x∈Ũ

h(x) ≤ C
|Λ|
H ·min

x∈Ũ
h(x).

We conclude

max
x∈∂extU

h(x)
(11.2.21)

≤ max
x∈Ũ

h(x)
(11.2.20)

≤ (CH)8001
d ·min

x∈Ũ
h(x)

(11.2.21)

≤ Ĉ · min
x∈∂intU

h(x),

which finishes the proof of (11.2.17). The proof of (11.2.4) is complete.

11.2.2 Construction of coupling

In this section we construct a coupling of ζ∗∗− and ζ∗
−,+ using thinning and merging of Poisson

point processes, see Lemma 11.8. Later in Section 11.2.3 we show that this coupling satisfies
the requirements of Theorem 11.4, see also Remark 11.9.

Fix u+ > u− > 0, and define on an auxiliary probability space (Ω̂, Â, P̂), a family of independent
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Poisson random variables N1
−,+ and N j

−, j ≥ 2, as

N1
−,+ ∼ POI

(
u+ − u−

2
cap(S)

)
,

N j
− ∼ POI


u−cap(S) ·

(
DScap(S)

Ld−2
n+1

)j−1

 , j ≥ 2,

(11.2.24)

where the constant DS = DS(d) is defined in Lemma 11.5, and set

N− :=
∑

j≥2

jN j
−. (11.2.25)

In addition, let

(γk), k ≥ 1, be an i.i.d. sequence of C-valued random variables with distribution Γ, (11.2.26)

where Γ is defined in (11.2.2), and introduce the following point processes on C:

Σ− :=
∑

1≤k≤N−

δγk and Σ1
−,+ :=

∑

1≤k≤N1
−,+

δγk . (11.2.27)

Mind that we use the same γk in the definitions of Σ− and Σ1
−,+.

The following lemma provides the coupling claimed in Theorem 11.4, see Remark 11.9.

Lemma 11.8 (Coupling of point processes). Let d ≥ 3. Take the constants D′
l0
= D′

l0
(d) and

DS = DS(d) as in the statement of Lemma 11.5. For all 0 < u− < u+, n ≥ 0, L0 ≥ 1, l0 ≥ D′
l0
a

multiple of 100, x∅ ∈ Ln+1, T ∈ Λ̃x∅,n+1, if Ui are chosen as in (11.1.2), and Si as in (11.1.3),

then on the auxiliary probability space (Ω̂, Â, P̂) one can construct random variables N1
−,+, N−,

Σ1
−,+, and Σ− as above, as well as random variables

ζ̂∗∗− distributed as ζ∗∗− and ζ̂∗−,+ distributed as ζ∗−,+ (11.2.28)

such that
ζ̂∗∗− ≤ Σ− and Σ1

−,+ ≤ ζ̂∗−,+. (11.2.29)

Remark 11.9. Later in Lemma 11.10 we prove that if in addition to the conditions of
Lemma 11.8 one assumes that u+ and u− are chosen as in (9.1.8) with some properly cho-
sen constant Du = Du(d) <∞, and S satisfies (11.1.4), then

P̂[N1
−,+ < N−] ≤ ǫ(u−, n).

Since
{N− ≤ N1

−,+} ⊆ {Σ− ≤ Σ1
−,+} ⊆ {ζ̂∗∗− ≤ ζ̂∗−,+},

the coupling (ζ̂∗∗− , ζ̂∗
−,+) of ζ

∗∗
− and ζ∗

−,+ constructed in Lemma 11.8 satisfies all the requirements
of Theorem 11.4.

Proof of Lemma 11.8. We first construct ζ̂∗∗− . Using (11.2.25), we can write

Σ− =

∑
j≥2 jN

j
−∑

i=1

δγi =
∑

j≥2

Nj
−∑

i=1

j∑

l=1

δγ∑j−1
k=2

kNk
−

+j(i−1)+l
.



11.2. COUPLING OF POINT MEASURES OF EXCURSIONS 91

For j ≥ 2 and 1 ≤ i ≤ N j
−, we consider the vectors

γj,i =
(
γ∑j−1

k=2 kN
k
−+j(i−1)+1

, . . . , γ∑j−1
k=2 kN

k
−+ji

)
∈ Cj .

By (11.2.26), the vectors (γj,i)j≥2, 1≤i≤Nj
−
are independent, and γj,i has distribution Γ⊗j.

Consider the point measures σj
− on the space Cj , defined as

σj
− =

Nj
−∑

i=1

δγj,i . (11.2.30)

since (N j
−)j≥2 are independent, and N j

− has Poisson distribution with parameter as in (11.2.24),
it follows from the construction (5.2.1) and Exercise 5.5 that

σj
−, j ≥ 2, are independent Poisson point processes on Cj

with intensity measures u−cap(S) ·
(

DScap(S)

Ld−2
n+1

)j−1

· Γ⊗j .
(11.2.31)

Moreover, recalling the definition of sj from above (8.3.10), we see that

Σ− =
∑

j≥2

sj(σ
j
−).

We will now construct Poisson point processes ζ̂j− on Cj with intensity measures ξ̃j− (cf. (11.2.6))

by “thinning” the corresponding processes σj
−. In particular, ζ̂j− will have the same distribution

as ζ̃j−.

For the construction of ζ̂j−, conditional on the (γk)k≥1 and (N j
−)j≥2, we consider independent

{0, 1}-valued random variables (αj,i)j≥2, 1≤i≤Nj
−
with distributions determined by

P [αj,i = 1] = 1− P [αj,i = 0] =
ξ̃j−(γj,i)

u−cap(S) ·
(

DScap(S)

Ld−2
n+1

)j−1

· Γ⊗j(γj,i)

.

The fact that P [αj,i = 1] ∈ [0, 1] follows from (11.2.4).

Then for σj
− as in (11.2.30), we define

ζ̂j− :=

Nj
−∑

i=1

αj,iδγj,i . (11.2.32)

By Exercise 5.8 and (11.2.31),

ζ̂j−, j ≥ 2, are independent Poisson point processes on Cj
with intensity measures ξ̃j−.

(11.2.33)

In particular,

ζ̂j−
d
= ζ̃j−, j ≥ 2. (11.2.34)

Recall from (8.3.10) that ζ∗∗− =
∑

j≥2 sj(ζ̃
j
−). Thus, if we analogously define

ζ̂∗∗− :=
∑

j≥2

sj(ζ̂
j
−),
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then by (8.3.9), (11.2.33), and (11.2.34),

ζ̂∗∗−
d
= ζ∗∗− .

Moreover, by (11.2.30) and (11.2.32),

ζ̂∗∗− ≤
∑

j≥2

sj(σ
j
−) = Σ−.

The construction of ζ̂∗∗− satisfying (11.2.28) and (11.2.29) is complete.

We will now construct ζ̂∗
−,+. First note that by (11.2.24), (11.2.26), and (11.2.27),

Σ1
−,+ is a Poisson point process on C with intensity

u+ − u−
2

cap(S) · Γ.

Let σ1 be a Poisson point process on C independent from Σ1
−,+ (and anything else) with intensity

measure

ξ̃1
−,+ −

u+ − u−
2

cap(S) · Γ.

The fact that this intensity measure is non-negative crucially depends on (11.2.3). We define

ζ̂∗−,+ := Σ1
−,+ + σ1.

By Exercise 5.7,

ζ̂∗
−,+ is a Poisson point process on C with intensity measure ξ̃1

−,+.

In particular,

ζ̂∗
−,+

d
= ζ∗+ − ζ∗− = ζ∗

−,+ and ζ̂∗
−,+ ≥ Σ1

−,+.

The construction of ζ̂∗−,+ satisfying (11.2.28) and (11.2.29) is complete.

11.2.3 Error term

The main result of this section is the following lemma, which gives the error term in (11.2.1),
see Remark 11.9.

Lemma 11.10. Let d ≥ 3. There exist constants D′′
l0
= D′′

l0
(d) <∞ and Du = Du(d) <∞ such

that for all n ≥ 0, L0 ≥ 1, l0 ≥ D′′
l0

a multiple of 100, x∅ ∈ Ln+1, T ∈ Λ̃x∅,n+1, if u− and u+
satisfy (9.1.8), Ui are chosen as in (11.1.2), Si as in (11.1.3) and (11.1.4), then N1

−,+ and N−

defined, respectively, in (11.2.24) and (11.2.25) satisfy

P̂[N1
−,+ < N−] ≤ ǫ(u−, n), (11.2.35)

where the error function ǫ(u, n) is defined by (9.1.11).

The proof of Lemma 11.10 crucially relies on the fact that S is chosen so that cap(S) satisfies
(11.1.4). In the next remark we elaborate on condition (11.1.4).
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Remark 11.11. Note that

Ê[N1
−,+] =

(u+ − u−)

2
cap(S)

(9.1.8)
=

1

2
· Du · (n+ 1)−

3
2 · l−

d−2
4

0 · u−cap(S)

and

Ê[N−] =

∞∑

j=2

j · u−cap(S) ·
(
DScap(S)

Ld−2
n+1

)j−1

≈ 2 · u−cap(S) ·
DScap(S)

Ld−2
n+1

, if
DScap(S)

Ld−2
n+1

≪ 1.

Thus, if we want Ê[N−] < Ê[N1
−,+], then we should assume that

cap(S) <
Du

4DS

· Ld−2
n+1 · (n+ 1)−

3
2 · l−

d−2
4

0 =
Du

4DS

· Ld−2
n · (n + 1)−

3
2 · l

3(d−2)
4

0 . (11.2.36)

On the other hand, in order to obtain (11.2.35) we should show that N1
−,+ and N− are “close” to

their means, which would be the case if the parameters of their distributions are sufficiently large.
In other words, the larger we take cap(S) the better relative concentration we get. Therefore, by
choosing cap(S) to grow as fast as the upper bound in (11.2.36), we should get the best possible
decay for P̂[N1

−,+ < N−].
Of course, the precise choice of the exponents for Ln, l0 and n in (11.1.4) (as well as in 9.1.11)
is strongly tied to our specific choice of u+ in (9.1.8). We could have chosen to replace these
exact exponents by some parameters satisfying certain restrictions, and the proofs would still go
through without appeal for new ideas, for further discussion see Section 11.4

Throughout this section we will use the following notation:

λ1
−,+ :=

(u+ − u−)

2
cap(S),

λj
− := u−cap(S) ·

(
DScap(S)

Ld−2
n+1

)j−1

, j ≥ 2,

β :=
DScap(S)

Ld−2
n+1

,

(11.2.37)

where the constant DS = DS(d) is defined in Lemma 11.5. Note that N1
−,+ ∼ POI(λ1

−,+),

N j
− ∼ POI(λj

−), and λj
− = u−cap(S) · βj−1.

Exercise 11.12. Calculate the moment generating functions of N1
−,+ and N−:

∀ a ∈ R : Ê

[
ea·N

1
−,+

]
= exp

(
λ1

−,+ · (ea − 1)
)
, (11.2.38)

∀ a < − ln(β) : Ê
[
ea·N−

]
= exp




∞∑

j=2

λj
− · (eaj − 1)


 . (11.2.39)

Proof of Lemma 11.10. We begin with noting that

P̂[N1
−,+ < N−] ≤ P̂

[
N1

−,+ ≤
1

2
· λ1

−,+

]
+ P̂

[
1

2
· λ1

−,+ ≤ N−

]
. (11.2.40)

We estimate the first summand in (11.2.40) by

P̂

[
N1

−,+ ≤
1

2
· λ1

−,+

]
= P̂

[
e−N1

−,+ ≥ e−
1
2
·λ1

−,+

] (∗)

≤ e
1
2
·λ1

−,+ · Ê
[
e−N1

−,+

]

(11.2.38)
= eλ

1
−,+·(e−1− 1

2
) ≤ e−

1
10

λ1
−,+ ,
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where in the inequality marked by (∗) we used the exponential Markov inequality.

Similarly, but now using the exponential Markov inequality and (11.2.39), we bound the second
summand in (11.2.40) by

P̂

[
N− ≥

1

2
· λ1

−,+

]
≤ exp


−1

2
· λ1

−,+ +

∞∑

j=2

λj
−(e

j − 1)




(11.2.37)

≤ exp


−1

2
· λ1

−,+ + u−cap(S) ·
∞∑

j=2

βj−1ej


 (∗)
≤ exp

(
−1

2
· λ1

−,+ + u−cap(S) · 2e2β
)

(∗∗)

≤ exp

(
−1

4
· λ1

−,+

)
,

where the inequality (∗) holds under the assumption β · e ≤ 1
2 , and the inequality (∗∗) holds

under the assumption u−cap(S) · 2e2β ≤ 1
4 · λ1

−,+, which can be rewritten using (9.1.8) and
(11.2.37) as

cap(S) ≤ 1

2e · DS

· Ld−2
n+1, and cap(S) ≤ 1

16e2 ·DS

· Du · (n+ 1)−
3
2 · l−

d−2
4

0 · Ld−2
n+1. (11.2.41)

By our choice of S in (11.1.4) (namely, the upper bound on cap(S)),

cap(S) ≤ 2 · (n+ 1)−
3
2 · l

3(d−2)
4

0 · Ld−2
n

(9.1.2)
= 2 · (n+ 1)−

3
2 · l−

d−2
4

0 · Ld−2
n+1,

thus conditions (11.2.41) are fulfilled, if

4e · DS ≤ (n+ 1)
3
2 · l

d−2
4

0 and 32e2 ·DS ≤ Du. (11.2.42)

Mind that DS = DS(d) was already identified in Lemma 11.5, but we still have the freedom to
choose Du and D′′

l0
. We take

Du = Du(d) ≥ 32e2 · DS and D′′
l0
= D′′

l0
(d) ≥ (4e ·DS)

4
d−2 , (11.2.43)

so that conditions (11.2.42) hold for all l0 ≥ D′′
l0
.

Plugging in the obtained bounds into (11.2.40), we obtain (using the lower bound on cap(S) in
(11.1.4)) that

P̂[N1
−,+ < N−] ≤ 2 · e− 1

10
·λ1

−,+
(11.2.37)

= 2 · e− 1
20

·(u+−u−)·cap(S)

(9.1.8)
= 2 · e− 1

20
·Du·(n+1)−

3
2 ·l

−
d−2
4

0 ·u−cap(S)
(11.1.4)

≤ 2 · e− 1
40

·Du·u−·(n+1)−3·l
d−2
2

0 ·Ld−2
n

(∗)

≤ 2 · e−2·u−·(n+1)−3·l
d−2
2

0 ·Ld−2
n

(9.1.11)
= ǫ(u−, n),

where in the inequality (∗) we assumed that

Du ≥ 80. (11.2.44)

The proof of Lemma 11.10 is complete, with the choice of D′′
l0
satisfying (11.2.43), and the choice

of Du as in (11.2.43) and (11.2.44).
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11.2.4 Proof of Theorem 11.4

The result of Theorem 11.4 holds with the choice of the constants Du as in Lemma 11.10 and

Dl0
= max(D′

l0
,D′′

l0
), (11.2.45)

where D′
l0

is defined in Lemma 11.5 and D′′
l0

in Lemma 11.10. Indeed, with this choice of the
constants, the coupling of point measures ζ∗∗− and ζ∗

−,+ constructed in Lemma 11.8 satisfies
(11.2.1) by Lemma 11.10 and Remark 11.9.

11.3 Proof of Theorem 9.3

By Theorem 8.9, it suffices to show that for some choice of K1 and K2 such that GTi ∈ σ(Ψz, z ∈
Ki), U1, U2, S1, S2 satisfying (8.3.1) and (8.3.2), and u− and u+ as in (9.1.8), there exists a
coupling of point measures ζ∗∗− and ζ∗

−,+ which satisfies (8.4.1) with ǫ = ǫ(u−, n).
The existence of such a coupling is precisely the statement of Theorem 11.4, where Ki are chosen
as in (11.1.1), Ui as in (11.1.2), and Si as in (11.1.3) and (11.1.4).

11.4 Notes

The proofs of this chapter are adaptations of the proofs of [S12a, Section 2], which are formulated
in a general setting where the underlying graph is of form G×Z (with some assumptions on G).
The decoupling inequalities of [S12a] are also more flexible than ours in the sense that [S12a,
Theorem 2.1] has more parameters that the user can choose freely in order to optimize the trade-
off between the amount of sprinkling u+ − u− and the error term ǫ(u−, n) that we discussed in
Remark 11.11. For simplicity, we have have made some arbitrary choice of parameters. Our
Theorem 9.3 follows from [S12a, Theorem 2.1] applied to the graph E = Z

d−1 × Z (see also
[S12a, Remark 2.7(1)]), therefore the decay of the Green function in our case is governed by the
exponent ν = d− 2. Our choice of parameters from [S12a, Theorem 2.1] is the following:

K = 1, ν ′ =
ν

2
=

d− 2

2
.
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Flour XIV, Lecture Notes in Math 1180, Springer-Verlag, 125-264, 1986.

[K93] J.F.C. Kingman. Poisson processes. Oxford Studies in Probability, The Clarendon
Press Oxford University Press, 1993.

[L91] G.F. Lawler. Intersections of random walks. Probability and its Applications,
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