
Probability Theory 2

5th Exercise Sheet: Concentration inequalities I 11.03.2025.

5.1 (a) Show that the Markov inequality is sharp. Namely, for every fixed real numbers
0 < m ≤ λ there exists a random variable X such that E(X) = m and

P
(
X ≥ λ

)
= m/λ.

(b) Show that the Markov inequality is not sharp. Namely, for every fixed non-negative
random variable X with finite expected value

lim
λ→∞

λP
(
X ≥ λ

)
/E

(
X
)
= 0.

5.2 Let X be a random variable such that E(X) = 100 and P(X < 30) = 0. Give the best
estimate for P(X > 70).

5.3 Let X1, . . . , X9 be independent random variables with distribution UNI[0, 1]. Moreover,
let Y = 9

√
X1 · · ·X9. Using Chebysev’s inequality, give a lower estimate for the probability

P(e−5/3 < Y < e−1/3)!

5.4 Let X1, X2, . . . be random variables with finite variance, and 0 expected value (i.e. for
every i ≥ 1, E

(
Xi

)
= 0, σ2

i := D2
(
Xi

)
= E

(
X2

i

)
< ∞). Let rn be a sequence such that

limn→∞ rn = 0 and suppose that Cov(Xi, Xj) = E(XiXj) ≤ r|i−j| for every i, j ≥ 1 (In
particular, σ2

i ≤ r0). Let Sn := X1 +X2 + · · ·+Xn. Show that limn→∞ P(|Sn/n| > δ) = 0
for every δ > 0.

5.5 Let X1, X2, . . . be uncorrelated random variables with finite variance, 0 expected value.
(That is, for every i ≥ 1, E

(
Xi

)
= 0, σ2

i := D2
(
Xi

)
= E

(
X2

i

)
< ∞, and for every i ̸= j,

E
(
XiXj

)
= 0). Let Sn := X1 + X2 + · · · + Xn. Show that if limi→∞ σ2

i /i = 0 then
limn→∞ P(|Sn/n| > δ) = 0 for every δ > 0.

5.6HW* (WLLN for renewal processes) Let τ1, τ2, . . . , τn, . . . be i.i.d non-negative random variables.
Suppose that E(τi) =: m < ∞. Let Tn :=

∑n
i=1 τi and let

νt := max{n : Tn ≤ t}. The WLLN states that for every δ > 0,
limn→∞ P(|Tn/n − m| > δ) = 0. Prove that the dual statement is also true, namely,
for every δ > 0

lim
t→∞

P
(∣∣νt

t
−m−1

∣∣ > δ
)
= 0.

Hint: Figure out what
∣∣νt
t
−m−1

∣∣ > δ states about the random variables Ti.

5.7HW2 Let X1, X2, . . . be random variables over the same probability space (Ω,A,P) having the
same distribution function F (x). (Nothing else is assumed.) Let Mn := max1≤i≤n |Xi|.
(a) Suppose that for some α > 0,

∫
|x|αdF (x) < ∞ (i.e. E

(
|Xi|α

)
< ∞). Prove that for

every ε > 0 and δ > 0
lim
n→∞

P
(
n−(1/α+ε)|Mn| > δ

)
= 0.

(b) Suppose that for some s > 0,
∫
es|x|dF (x) < ∞ (i.e. E

(
es|Xi|

)
< ∞). Prove that for

any sequence bn such that limn→∞ bn = ∞ and for every δ > 0

lim
n→∞

P
(
(bn log n)

−1|Mn| > δ
)
= 0.

Hint: Use the following Markov-like inequality.

P
(
max
1≤i≤n

|Xi| > λ
)
= P

(
∪n

i=1 {|Xi| > λ}
)
≤

n∑
i=1

P
(
|Xi| > λ

)
= nP

(
|Xi| > λ

)
.



5.8 We toss a coin 60 times and denote the number of heads by X. Give an upper bound for
the probability

P(|X − 30| ≥ 20)

by using Chebysev’s inequality. A better estimate can be given by using the turbo-Markov
inequality:
(a) Let Yβ = eβX , where 0 < β. Show that E(Yβ) = 2−60(1 + eβ)60.

(b) Give an upper estimate for P(X ≥ 50) by using Markov-inequality for the non-negative
random variable Yβ for all β > 0.

(c) Find the optimal β, that is, find the minimum of the estimate in (b). (This can be
done by minimizing the convex function f(β) = log(1 + eβ)− 5

6
β.)

(d) Combining the previous points, show P(|X − 30| ≥ 20) ≤ 2 · 360 · 5−50 < 10−6.

5.9HW (a) Let X be a random variable. We call the function R(t) = E(etX) the moment gener-
ating function of X. Show that for every x ∈ R, P(X > x) ≤ inft>0R(t)e−tx.

(b) Let X be a random variable with distribution POI(λ). Using the exercise 5.9a,
estimate P(X > x).


