Probability Theory 2
12th Exercise Sheet: Characteristic functions I1 06.05.2025.

12.1 (a) Let U be a random variable with distribution UNI[0, 1], and let Y and Z be inde-
pendent and independent of U with distribution £FX P(1). Show that X = U(Y + Z) has
distribution EX P(1) as well.

(b) For which distributions F' does it hold that if Y and Z are independent random vari-
ables with distribution F', and U is independent of Y and Z with distribution UNI(0, 1)
then X = U(Y + Z) has distribution F?

HW 12.2 Let X and Y be independent random variables with distribution N (0, 1), moreover, let
U,V be independent and independent of X and Y with distribution UNI(0,1). Show
that the distribution of % is standard normal.

12.3 Let Y be a random variable with distribution N(0,1). Show that the characteristic
function ¢(t) of X :=|Y| is not real for every ¢t € R\ {0}.

HW 12.4 Let X, X5, ..., X, independent normal random variables with variance 1 and EX; = p;,
and let Y = X? + X2 + .- + X2. Show that the characteristic function of Y is
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where 6 := Y " . (We call the distribution of Y non-centered x* distribution with
parameters (n,0).)

(Hint: Use induction.)

12.5 Let X be the log-normal distribution, that is, X = e¥, where Y ~ N (0, 1).
(a) Show that the moments of X are e¥*/2, and find its density function fx ().
(b) Show that the function g, .(x) := (1 + asin(27rnlog(x)))fx(z) is a density function
for every a € (—1,1) and n € N.

(¢) Show that the moments of g, , are e¥*/? for every a € (—1,1) and n € N.

12.6 (a) Show by using a probabilistic approach that [~ () gt —

—00 $2
% if a >0,
(b) Show that 2 [ gs = & 1 if ¢ <0,
0 ifa=0.

(¢) (Inversion formula II) Let ¢ be the characteristic function of the random variable
X with distribution function F. Then show that

Pla < X <b)+ 5 :Tlggo%

P(X =a)+P(X =0) 1 /T e~ita _ o=t
HW 12.7 Show that if X, Xs,..., X,, are independent and uniformly distributed on (—1,1) then
for n > 2 the random variable X; + - -- 4+ X, has density

flz) = ! /Ooo(sin(t)/t)" cos(tx)dt.
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12.8 (a) Let X be a random variable with characteristic function ¢. Show that

(b) Find the value of limr_,o 57 f_TT lo(t)2dt.

HW 12,9 (a) Let X be a random variable with characteristic function ¢. Suppose that
P(X € hZ) = 1, with some h > 0. Show that

h w/h ‘

P(X =a) = —/ e " o(t)dt for a € hZ.
2m —7/h

(b) Suppose now that P(Y € b+ hZ) = 1 with b € [0,h). Using part (a), show that the

previous formula holds for Y with a € b+ hZ.

(Hint: Use exercise 12.8(a).)

12.10 Let X and Y be i.i.d random variables with expected value 0 and variance 1. Denote the
common characteristic function by . Suppose that X +Y and X — Y are independent.
Show that this is possible only if X and Y are standard normal random variables.

Hint: Show that in this case p(2t) = (t)3(—t), and show that this is possible only if
@(t) = e_t2/2. Step 1: gp(t) = @(_t) and Step 2 QO(t/2n>4n N €_t2/2_

HWA12.11 Invertability of the Laplace-transformation. Let f:[0,00) — R be a continuous and
bounded map. We define the Laplace-transform f of f as

fov= [ T e (y)dy.

0
(a) Let X, X, ... be i.i.d. random variables with distribution EXP(\), i.e. P(Xy >

rp) =e x>0, E(X;) = A1, and D?(X;) = A~2. Show that

n £(n—1)
B((5)) = (-1 L,

where S, = X7 +---+ X,, and f(”_l) denotes the n — 1th derivative of f
(b) Prove that the Laplace transform satisfies the following inversion formula (for all
continuous and bounded map f):

n/u)* f=1(pn
) = Tim (—1y-r S fy)

n—00 (n—1)!




